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ABSTRACT. We generalize Breuil-Hellmann-Schraen’s local model for the trianguline variety to certain points
with non-regular Hodge-Tate weights. With the local models we are able to prove, under the Taylor-Wiles
hypothesis, the existence of certain companion points on the global eigenvariety and the appearance of related
companion constituents in the completed cohomology for non-regular crystalline Galois representations. The
new ingredients in the proof of the global applications are results relating the partial classicality of locally an-
alytic representations (the existence of non-zero locally algebraic vectors in the parabolic Emerton’s Jacquet
modules), the partially de Rham properties of Galois representations (the de Rhamness of graded pieces along
the paraboline filtrations of the associated (φ,Γ)-modules over the Robba rings) and the relevant properties of
cycles on the generalized Steinberg varieties. We prove that partial classicality implies partial de Rhamness in
finite slope cases using Ding’s partial eigenvarieties.

Résumé. Nous généralisons le modèle local de Breuil-Hellmann-Schraen pour la variété trianguline à cer-
tains points à poids de Hodge-Tate non régulier. Avec les modèles locaux, nous prouvons, sous l’hypothèse de
Taylor-Wiles, l’existence de certains points compagnons sur la variété de Hecke et l’apparition de constituants
compagnons correspondants dans la cohomologie complétée pour les représentations galoisiennes cristallines
non régulières. Les nouveaux ingrédients dans la preuve des applications globales sont des résultats mettant
en relation la classicité partielle des représentations localement analytiques (l’existence de vecteurs localement
algébriques non nuls dans les modules de Jacquet-Emerton paraboliques), les propriétés de De Rham partiel
des représentations galoisiennes (propriété de De Rham des morceaux gradués des filtrations parabolines des
(φ,Γ)-modules associés sur les anneaux de Robba) et les propriétés correspondantes des cycles sur les variétés
de Steinberg généralisées. Nous prouvons que la classicité partielle implique les propriétés de De Rham partiel
dans les cas de pente finie en utilisant les variétés de Hecke partielles de Ding.
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1. INTRODUCTION

Let p be a prime number. This paper concerns about p-adic automorphic forms of definite unitary groups
and the locally analytic aspect of the p-adic local Langlands program. Its aim is to generalize several results
of Breuil-Hellmann-Schraen in [18] (local model for the trianguline variety, existence of companion points
on the eigenvariety, locally analytic socle conjecture, etc.) to the cases when the Hodge-Tate weights are
non-regular (i.e., not pairwise distinct).

1.1. Companion points and main results. Let F+ be a totally real number field and Sp be the set of
places of F+ above p. Let F be a quadratic imaginary extension of F+ such that every place in Sp splits in
F , n ≥ 2 be an integer and G be a totally definite unitary group in n variables over F+ that is split over F .
We fix an open compact subgroup Up =

∏
v∤p Uv of G(Ap∞

F+ ) and a finite extension L of Qp with residue
field kL. For all v ∈ Sp, let Σv := {τ : F+

v ↪→ L} and we assume |Σv| = [F+
v : Qp]. For each v ∈ Sp,

we fix a place ṽ of F above v and identify F+
v ≃ Fṽ . The space of p-adic automorphic forms on G of
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tame level Up, denoted by Ŝ(Up, L), consists of continuous functions G(F+) \ G(A∞
F+)/Up → L. Let

Gp =
∏

v∈Sp
Gv be the p-adic Lie group G(F+ ⊗Q Qp) =

∏
v∈Sp

G(F+
v ). Let Bp =

∏
v∈Sp

Bv (resp.
Tp =

∏
v∈Sp

Tv) be the Borel subgroup (resp. the maximal torus) of Gp ≃
∏

v∈Sp
GLn(F

+
v ) consisting

of upper-triangular (resp. diagonal) matrices. Then Gp acts on Ŝ(Up, L) via right translations. We assume
furthermore that p > 2 and G is quasi-split at all finite places of F+. Let F be an algebraic closure of F .
We fix a (modular) absolutely irreducible Galois representation ρ : Gal(F/F ) → GLn(kL) so that ρ is
associated with a maximal ideal of some usual Hecke algebra acting on Ŝ(Up, L).

After Emerton [37], one way to construct eigenvarieties, rigid analytic varieties parameterizing finite
slope overconvergent p-adic eigenforms, is using Emerton’s Jacquet module functor for locally analytic
representations of p-adic Lie groups. There exists a rigid space over L (our eigenvariety), denoted by
Y (Up, ρ), on which a point is a pair (ρ, δ), where ρ is a p-adic continuous n-dimensional representation
of Gal(F/F ) and δ is a continuous character of Tp which appears in JBp

(Π(ρ)an). Here Π(ρ) is the
sub-Gp-representation of Ŝ(Up, L) associated with ρ cut out by a prime ideal of certain Hecke algebra,
Π(ρ)an is the subspace of Π(ρ) consisting of locally analytic vectors which is an admissible locally analytic
representation of Gp and JBp(−) denotes the Emerton’s Jacquet module functor so that JBp(Π(ρ)an) is a
locally analytic representation of the Levi subgroup Tp of Bp.

Take a point (ρ, δ) on Y (Up, ρ). The problem of companion forms seeks to determine the set of charac-
ters δ′ of Tp, denoted by W (ρ), such that pairs (ρ, δ′) appear on Y (Up, ρ). The existence of such companion
points (ρ, δ′) is closely related to the appearance of certain irreducible locally analytic representations of
Gp explicitly determined by δ′ and ρ, which we call companion constituents, inside Π(ρ)an. The existence
of such companion constituents is a special case of the locally analytic socle conjecture of Breuil [15, 14].
For v ∈ Sp, we let ρv := ρ |

Gal(F+
v /F+

v )
. The general recipe for W (ρ) has been conjectured by Hansen

[46] which depends only on those local Galois representations ρv for v ∈ Sp and the notion of trianguline
representations introduced by Colmez [24]. One could view the problem of companion forms or locally
analytic socles as a locally analytic analogue of the weight part of Serre’s modularity conjecture.

Let Drig(ρv) be the étale (φ,Γ)-module over the Robba ring associated with ρv for v ∈ Sp. In the
p-adic local Langlands program, locally analytic representations of p-adic Lie groups are expected to be
related to (φ,Γ)-modules over the Robba rings which is the case for GL2(Qp) by Colmez [25, V]. Beyond
the foundational works of Kisin, Colmez and Emerton for GL2(Qp) [56, 24, 39], we know in general and
especially in our setting by the global triangulation results of Liu [60] or Kedlaya-Porttharst-Xiao [54] that
the non-triviality of the Borel Emerton’s Jacquet module JBp

(Π(ρ)an) (i.e. in the finite slope case) implies
that ρv is trianguline, i.e. Drig(ρv) admits a full filtration

(1.1) Fil•Drig(ρv) : Drig(ρv) = FilnDrig(ρv) ⊋ · · · ⊋ Fil1Drig(ρv) ⊋ Fil0Drig(ρv) = {0}

of sub-(φ,Γ)-modules such that the graded pieces are rank one (φ,Γ)-modules.
Under the Taylor-Wiles hypothesis on ρ, Breuil-Hellmann-Schraen proved in [18] the existence of all

companion forms for regular generic crystalline points. In this paper, we generalize their results to non-
regular generic crystalline points. To be precise, we take a point (ρ, δ) ∈ Y (Up, ρ). We say ρ (or the point
(ρ, δ)) is crystalline if for all v ∈ Sp, ρv is crystalline. If ρ is crystalline, let (φv,i)i=1,··· ,n be the eigenvalues
of φfv where φ is the crystalline Frobenius acting on Dcris(ρv) and qv = pfv is the cardinality of the
residue field of F+

v . Then we say ρ (or the point (ρ, δ)) is generic if for any v ∈ Sp, φv,iφ
−1
v,j /∈ {1, qv}

for i ̸= j. Assume that ρ is generic crystalline. A refinement Rv of ρv is a choice of an ordering of
the pairwise distinct eigenvalues φv,1, · · · , φv,n and a refinement R = (Rv)v∈Sp

of ρ is a choice of a
refinement Rv for each v ∈ Sp. In fact the refinements Rv correspond to triangulations of Drig(ρv) as
(1.1) by [5]. Then the conjectural set of characters W (ρ) admits a partition W (ρ) =

∐
R WR(ρ) where

WR(ρ) =
∏

v∈Sp
WRv

(ρv) and each WRv
(ρv) is a finite set which can be explicitly described by Rv and

ρ. Remark that the partition of W (ρ) according to the refinements is also the partition under the equivalence
relation that δ ∼ δ′ if and only if δ−1δ′ is a Qp-algebraic character of Tp. Our main theorem is the following.

Theorem 1.1 (Theorem 4.12). Assume that Up is small enough and assume the Taylor-Wiles hypothesis
(cf. §4.2): F is unramified over F+, F doesn’t contain non-trivial p-th root of unity, Up is hyperspecial at
any finite place of F+ that is inert in F and ρ(Gal(F/F ( p

√
1))) is adequate. Let (ρ, δ) ∈ Y (Up, ρ) be a

point such that ρ is generic crystalline. Then there exists a refinementR of ρ such that δ ∈WR(ρ) and for
any δ′ ∈WR(ρ), the point (ρ, δ′) exists on Y (Up, ρ). Moreover, all the companion constituents associated
with WR(ρ) appear in Π(ρ).
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Remark 1.2. In [18], the above theorem was proved under the extra assumption that for each v ∈ Sp, the
Hodge-Tate weights of ρv are regular (pairwise distinct). But a stronger version was proved in [18]: in
regular cases, (ρ, δ′) exists on Y (Up, ρ) for any refinement R′ of ρ and δ′ ∈ WR′(ρ). This stronger result
is easy to get from Theorem 1.1 in regular cases using locally algebraic vectors in Π(ρ) and is not available
in this paper for general crystalline points due to the non-existence of non-zero locally algebraic vectors in
Π(ρ) when ρ is non-regular (the non-existence can be seen using the results on infinitesimal characters in
[33]). See Remark 5.24 for a partial result. The existence of all companion points in generic non-regular
crystalline cases will need other methods.

The method in [18] was firstly replacing the eigenvariety Y (Up, ρ) by a larger patched eigenvariety
Xp(ρ) in [17, 16] constructed from the patching module in [20]. The patching method allows us to reduce
the study of the geometry of the patched eigenvariety to that of its local component, called trianguline
variety, which parameterizes local trianguline Galois representations. Then Breuil-Hellmann-Schraen used
a local model to describe the local geometry of the trianguline variety at certain points. We prove Theorem
1.1 by developing further the theory of local models. The major new inputs are the following two results.

Firstly, we construct local models of the trianguline variety for certain points with possibly non-regular
Hodge-Tate weights and prove that the trianguline variety is irreducible at those points (Theorem 1.4).
Those local models are algebraic varieties which are similar to the regular cases and reflect the phenomenon
of the existence of companion points or companion constituents on the eigenvariety or in the space of p-adic
automorphic forms.

Secondly, we show that for a general point (ρ, δ) ∈ Y (Up, ρ) where ρ may not be de Rham above p, the
existence of certain companion constituents, which we call partially classical constituents, will force the
local Galois representations ρv, v ∈ Sp satisfy certain special properties for which we say ρv are partially
de Rham (Theorem 1.5). The partially classical constituents are locally analytic representations of Gp

which will give rise to the existence of certain locally algebraic vectors inside some non-Borel parabolic
Emerton’s Jacquet module JQp

(Π(ρ)an) of Π(ρ)an, where Qp is some parabolic subgroup of Gp containing
Bp and is not equal to Bp. Let MQp

be the Levi subgroup of Qp containing Tp. Then JQp
(Π(ρ)an) is a

locally analytic representation of MQp
which, in analogue with the case of Borel Emerton’s Jacquet module,

should correspond to some so called (after Chenevier [22], see also [3]) paraboline filtrations of Drig(ρv)

Fil•Qp
Drig(ρv) : Drig(ρv) = FiltvQp

Drig(ρv) ⊋ · · · ⊋ Fil1Qp
Drig(ρv) ⊋ Fil0Qp

Drig(ρv) = {0}, v ∈ Sp

where the ranks of the graded pieces of the above filtrations should be sizes of the blocks of the Levi
subgroup MQp

. Since we are always in the finite slope cases, we only focus on those paraboline filtrations
that are sub-filtrations of the trianguline filtrations (1.1). This means that there exist integers 0 = sv,0 <
sv,1 < · · · < sv,tv−1 < sv,tv = n such that

FiliQp
Drig(ρv) = Filsv,iDrig(ρv).

From (φ,Γ)-modules over the Robba rings one can always obtain semi-linear Galois representations over
Fontaine’s ring BdR after Berger (e.g. [4]), thus we can define the de Rham property for (φ,Γ)-modules
as for p-adic Galois representations. Our result then states that the appearance of certain locally algebraic
vectors in JQp

(Π(ρ)an) implies that the graded pieces

Filsv,iDrig(ρv)/Fil
sv,i−1Drig(ρv)

are de Rham (φ,Γ)-modules for i = 1, · · · tv, v ∈ Sp. Recall that locally algebraic vectors in Ŝ(Up, L)
with respect to the action of Gp are p-adic avatars of algebraic regular automorphic forms which correspond
to p-adic Galois representations that are de Rham over p with regular Hodge-Tate weights. Hence the result
on partially classical constituents can be viewed as a form of generalization with some functoriality of the
classical correspondence, beyond ordinary cases ([31], etc.).

Remark 1.3. Partial de Rhamness as well as partial classicality was proposed by Ding in a narrow sense
for 2-dimensional Galois representations [28, 29, 30] and partial classicality was also mentioned by Ding
for his partial eigenvariety for GLn(Qp) [32] which we will use. Our results combine and generalize both
Ding’s works.

Our key step (Proposition 4.7) to prove the existence of the companion constituents or companion points
for a point x = (ρ, δ) as in Theorem 1.1 goes roughly in the following way (see also §1.4, especially
Example 1.8). It will also simplify the relavent arguments in [18] even for the regular case. As in [18], there
are cycles (closed subspaces) passing through x on the eigenvariety which correspond to the appearance
of companion constituents in Π(ρ)an. By the second result above, those cycles corresponding to partially
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classical constituents (with respect to some parabolic subgroups) are partially de Rham which means that the
corresponding Galois representations are partially de Rham. On the other hand, the local model also gives
rise to cycles near x on the patched eigenvariety, which are expected to match those cycles corresponding to
companion constituents. The point is that the partially de Rham properties are determined by the datum of
local models, and it turns out that the partially de Rham cycles on the local models are exactly those cycles
that should match partially classical constituents (Theorem 1.6). Then a finer study of the local models tells
that there exist non-partially de Rham cycles passing through x which implies the existence of non-partially
classical companion constituents inside Π(ρ). In this way, we can obtain all companion constituents that
can be seen by the local models (those constituents in Theorem 1.1).

In the remaining parts of this introduction, we give more details on the above results and their proofs.

1.2. Local models for the trianguline variety. We now explain our local results on the trianguline variety.
For v ∈ Sp, the trianguline variety Xtri(ρv) with respect to ρv := ρ |

Gal(F+
v /F+

v )
is a rigid analytic variety,

a point of which is given by a pair (r, δ) where r is a deformation of ρv and δ = (δi)1≤i≤n is a character
of Tv = ((F+

v )×)n, such that the subset of points (r, δ), where r is trianguline and δ corresponds to the
graded pieces of certain trianguline filtration of r as (1.1), is Zariski dense.

We take an L-point x = (r, δ) of Xtri(ρv). The weight wt(δi) of each character δi is a number in
F+
v ⊗Qp

L ≃ ⊕τ∈Σv
L and we write wtτ (δi) ∈ L for the τ -part of wt(δi) for each τ ∈ Σ. The multiset

{wtτ (δi) | i ∈ {1, · · · , n}, τ ∈ Σv} is also the τ -Sen weights of r (the generalized Hodge-Tate weights,
counted with multiplicities). Then δ is locally Qp-algebraic if for all i = 1, · · · , n, τ ∈ Σv , wtτ (δi) ∈ Z.

We say δ is generic if for any i ̸= j, both δ−1
i δj and δ−1

i δj |NormF+
v /Qp

|p, where |p|p = p−1, are not
Qp-algebraic characters (i.e. not of the form z 7→

∏
τ∈Σv

τ(z)kτ where kτ ∈ Z for every τ ∈ Σv).
In the case when δ is generic and locally Qp-algebraic, r is almost de Rham in the sense of Fontaine

[41]. Fontaine’s theory associates r with a finite free F+
v ⊗Qp L-module DpdR(r) of rank n and a linear

nilpotent operator N acting on DpdR(r). The space DpdR(r) is equipped with two filtrations, both are
stable under the action of N . One filtration is the Hodge filtration denoted by Fil•. Another filtration
D• := DpdR(Fil

•Drig(r)) comes from a trianguline filtration Fil•Drig(r) on Drig(r) determined by the
point x (we emphasize that the functor DpdR(−) is also defined for these (φ,Γ)-modules).

For τ ∈ Σv , define DpdR,τ (r) := DpdR(r) ⊗L⊗QpF
+
v ,1⊗τ L, Filτ,• := Fil• ⊗L⊗QpF

+
v ,1⊗τ L and

Dτ,• := D• ⊗L⊗QpF
+
v ,1⊗τ L. Then for each τ ∈ Σv , Dτ,• : Dτ,1 ⊊ · · · ⊊ Dτ,n is a complete flag of the

L-space DpdR,τ (r). The graded pieces of the Hodge filtration Filτ,• have L-dimensions that are equal to
the multiplicities of the τ -Sen weights.

Let G := ResF+
v /Qp

(GLn/F+
v
)⊗Qp

L =
∏

τ∈Σv
GLn/L be the algebraic group which acts on DpdR(r) ≃

(F+
v ⊗Qp L)n ≃

∏
τ∈Σv

Ln, P be the standard parabolic subgroup of block upper-triangular matrices in
G that is conjugate to the stabilizer subgroup of the Hodge filtration Fil• and B the Borel subgroup of
upper-triangular matrices of G. Let g (resp. b, resp. p) be the Lie algebra of G (resp. B, resp. P ). The
datum (N,D•,Fil•) associated with the point x can define a point xpdR of the following algebraic scheme

(1.2) XP :=
{
(ν, g1B, g2P ) ∈ g×G/B ×G/P | Ad

(
g−1
1

)
ν ∈ b,Ad

(
g−1
2

)
ν ∈ p

}
where G/B,G/P are flag varieties and Ad denotes the adjoint action. Let W ≃

∏
τ∈Σv

Sn (resp. WP ) be
the Weyl group of G (resp. of the standard Levi subgroup of P ) where Sn denotes the n-th symmetric group.
Then XP is equidimensional and its irreducible components XP,w are parameterized by w ∈ W/WP

(see Definition 2.1). Let w = (wτ )τ∈Σv
∈
∏

τ∈Σv
Sn be an element such that wtτ (δwτ (1)) ≤ · · · ≤

wtτ (δwτ (n)) for all τ ∈ Σv and we use the same notation w to denote the image of w in W/WP . The
following theorem is proved in [18] when P = B, i.e. when r has regular Hodge-Tate weights (wtτ (δi) ̸=
wtτ (δj) for all τ ∈ Σv, i ̸= j).

Theorem 1.4 (Theorem 3.8). Let x = (r, δ) be an L-point of Xtri(ρv) such that δ is generic and locally
Qp-algebraic. Then up to formally smooth morphisms of formal schemes, the completion X̂tri(ρv)x of the
trianguline variety Xtri(ρv) at x is isomorphic to the completion X̂P,w,xpdR

of XP,w at xpdR. Moreover,
the trianguline variety Xtri(ρv) is irreducible at x.

The proof of Theorem 1.4 follows the strategy for regular cases in [18]. The difficulty in our situation is
to show that XP,w is unibranch at xpdR, i.e. the completion of the local ring of XP,w at xpdR is irreducible
(Theorem 2.12). When P = B, it was proved by Bezrukavnikov-Riche in [7] that for w ∈ W , XB,w is
Cohen-Macaulay and based on the Cohen-Macaulay result, Breuil-Hellmann-Schraen proved that XB,w is
normal in [18] which in particular implies that XB,w is unibranch. We prove that XP,w is unibranch at
xpdR based on the normality of XB,w (here w ∈W ). There is a natural birational proper map f : XB,w →
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XP,w of integral varieties. We can prove that the fiber f−1(xpdR) is connected (Proposition 2.11). Since
XB,w is normal, the connectedness of the fiber is enough to establish the unibranch property that we need
(Proposition 2.9). The important problem whether XP,w (or Xtri(ρv) at x) is Cohen-Macaulay or normal
remains unsolved.

1.3. Partially classical families and partial de Rhamness. We need some more notation to state the
result on partially classical companion constituents. For a point (ρ, δ) ∈ Y (Up, ρ), δ = (δv)v∈Sp

=
((δv,i)i=1,··· ,n)v∈Sp

is a character of Tp =
∏

v∈Sp
Tv ≃

∏
v∈Sp

((F+
v )×)n. Let

λ = (λτ )τ∈Σv,v∈Sp = ((λτ,i)i=1,··· ,n)τ∈Σv,v∈Sp := ((wtτ (δi))i=1,··· ,n)τ∈Σv,v∈Sp

be the weight of δ. When δ is locally algebraic for which we mean that λτ,i ∈ Z for all τ ∈ Σv, v ∈ Sp,
Orlik-Strauch’s theory [61] can construct a (generically irreducible) locally analytic representation L(λ, δ)
of Gp from λ and (the smooth part of) δ which is a subquotient of some locally analytic principal series
representation (cf. §4.3).

We fix v0 ∈ Sp, τ0 ∈ Σv0 and a parabolic subalgebra qτ0 of block upper-triangular matrices of gln,
the Lie algebra of GLn/L. We assume that the standard Levi subalgebra mτ0 of qτ0 is isomorphic to
gls1−s0 × · · · × glsi−si−1

· · · × glst−st−1
where 0 = s0 < · · · < si < · · · < st = n. Suppose that

λτ0 is a dominant weight of mτ0 , or explicitly, λτ0,a ≥ λτ0,b for every a ≤ b, a, b ∈ [si + 1, si+1] and
0 ≤ i ≤ t − 1. Let Lmτ0

(λτ0) be the finite-dimensional irreducible mτ0 -representation of the highest
weight λτ0 . Let Qp =

∏
v∈Sp

Qv be a standard parabolic subgroup of Gp such that its τ0-part Lie algebra
Lie(Qv0) ⊗F+

v0
,τ0

L is equal to qτ0 . Then the companion constituent L(λ, δ) is partially classical (with
respect to Qp and the set {τ0}) in the sense that we have (by an adjunction formula, see §5.3)

(1.3) HomGp (L(λ, δ),Π(ρ)an) ̸= 0 ⇒ Hommτ0

(
Lmτ0

(λτ0), JQp(Π(ρ)an)
)
̸= 0.

Assume that (ρ, δ) is a point on Y (Up, ρ) such that δ is locally algebraic and satisfies certain generic
condition. Then Drig(ρv0) is associated via the point (ρ, δ) with a trianguline filtration Fil•Drig(ρv0) as
(1.1) which in turn leads to a filtration Dv0,• =

∏
τ∈Σv0

Dτ,• of DpdR(ρv0) with a nilpotent operator
Nv0 = (Nτ )τ∈Σv0

where every Nτ keeps the filtration Dτ,•. For i = 1, · · · , t, we let grsiDrig(ρv0) :=

FilsiDrig(ρv0)/Fil
si−1Drig(ρv0) be the graded pieces of the paraboline sub-filtration Fils•Drig(ρv0) cor-

responding to mτ0 . In the case of Galois representations, an almost de Rham representation ρv is de Rham
if and only if the nilpotent operator on DpdR(ρv) is zero. We can identify DpdR,τ0(gr

siDrig(ρv0
)) :=

DpdR(gr
siDrig(ρv0

))⊗L⊗QpF
+
v0

,1⊗τ0
L with Dτ0,si/Dτ0,si−1

equipped with the restriction of the action
of Nτ0 . We say that the (φ,Γ)-module grsiDrig(ρv0) is {τ0}-partially de Rham if the restriction of the
nilpotent operator Nτ0 on Dτ0,si/Dτ0,si−1 is zero.

Theorem 1.5 (Theorem 5.15). Let (ρ, δ) ∈ Y (Up, ρ) be a point such that δ is locally algebraic and generic
(Definition 4.2). If the τ0-part weight λτ0 of δ is a dominant weight for mτ0 and HomGp (L(λ, δ),Π(ρ)an) ̸=
0, then for every 1 ≤ i ≤ t, the graded piece grsiDrig(ρv0) is a {τ0}-partially de Rham (φ,Γ)-module.

Theorem 1.5 is in fact a corollary of the global triangulation results and Ding’s construction of partial
eigenvarieties in [32] which was based on the work of Hill-Loeffler [48]. Assume that λτ0 is dominant
for mτ0 . The partial eigenvariety of Ding, denoted by Y (Up, ρ)(λ′

τ0), is a subvariety of Y (Up, ρ) roughly
consisting of points x = (ρx, δx) ∈ Y (Up, ρ) such that Homm′

τ0

(
Lmτ0

(λτ0), JQp(Π(ρx)
an)
)
̸= ∅ where

m′
τ0 := [mτ0 ,mτ0 ] is the derived subalgebra of mτ0 . Such construction forces that for any point (ρx, δx) ∈

Y (Up, ρ)(λ′
τ0), the τ0-part weight λx,τ0 = (λx,τ0,i)i=1,··· ,n of δx satisfies that λx,τ0,a − λx,τ0,b = λτ0,a −

λτ0,b are non-negative integers independent of x for every a ≤ b, a, b ∈ [si + 1, si+1] and 0 ≤ i ≤ t − 1.
Then the arguments of Berger-Colmez in [6] and the global triangulation show that the subset of points
x ∈ Y (Up, ρ)(λ′

τ0) such that a suitable twist of grsiDrig(ρx,v0) is {τ0}-partially de Rham is Zariski closed.
The feature of Ding’s construction is that such constrain on the τ0-weights λx,τ0 still allows λx,τ0 to vary
and to be dominant with respect to gτ0 := gln even if λτ0 is not. The usual eigenvariety arguments imply
that the subset of classical points, where there exist non-zero locally algebraic vectors in Π(ρx) and δx
admit dominant weights, is Zariski dense in Y (Up, ρ)(λ′

τ0). It follows from the classical local-global
compatibility when ℓ = p that classical points are de Rham (ρx are de Rham) where grsiDrig(ρx,v0) is
automatically {τ0}-partially de Rham. Combining the Zariski dense and closed statements leads to Theorem
1.5.
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1.4. Existence of companion constituents. The key observation to prove Theorem 1.1 is that Theorem 1.5
is reflected by the local models of the trianguline variety. There is a closed embedding Y (Up, ρ) ↪→ Xp(ρ).
Here the patched eigenvariety Xp(ρ) is equidimensional and can be identified as a union of irreducible
components of Xtri(ρp)× Xρp × Ug where Xtri(ρp) :=

∏
v∈Sp

Xtri(ρv), Ug is an open polydisk and Xρp

is certain tame part.
Let x = (ρ, δ) ∈ Y (Up, ρ) ⊂ Xp(ρ) be a generic crystalline point as in Theorem 1.1. Let G :=∏
v∈Sp

ResF+
v /Qp

(GLn/F+
v
)⊗QpL and let W ≃

∏
v∈Sp,τ∈Σv

Sn be its Weyl group. A companion character
in WR(ρ) is certain character δR,w for some w ∈ W (Definition 4.6) with weight ww0 · λ. Here λ =
(λτ )τ∈Σv,v∈Sp

∈
∏

v∈Sp,τ∈Σv
Zn is a “dominant” weight in the sense that λτ,i−λτ,i+1 ≥ −1 for all τ and

1 ≤ i ≤ n − 1 which is determined by the Hodge-Tate weights of ρ, w0 is the longest element in W and
ww0 · λ denotes the usual dot action. In [18], for each companion constituent L(ww0 · λ, δR,w), there is an
associated cycle [L(ww0 ·λ)] on Xp(ρ) in the infinitesimal neighbourhood of x such that [L(ww0 ·λ)] ̸= ∅
if and only if HomGp

(
L(ww0 · λ, δR,w),Π(ρ)an

)
̸= 0.

The idea of [18] is to compare the cycles [L(ww0·λ)] with the cycles pulled back from Steinberg varieties
via the theory of local models for Xtri(ρp). Let P =

∏
v∈Sp

Pv be the standard parabolic subgroup of G
where each Pv is the parabolic subgroup determined by the Hodge filtration of ρv as in Theorem 1.4 and let
B be the standard Borel subgroup of G. Let g, p, b be the Lie algebras as before and let u be the nilpotent
radical of b. The (generalized) Steinberg variety

ZP :=
{
(ν, g1B, g2P ) ∈ g×G/B ×G/P | Ad

(
g−1
1

)
ν ∈ u,Ad

(
g−1
2

)
ν ∈ p

}
is a subvariety of XP . Let WP be the Weyl group of the standard Levi subgroup of P . Then any w ∈ WP

fixes w0 · λ under the dot action. The irreducible components ZP,w of ZP are also parameterized by cosets
w ∈ W/WP (see §2.5 for details). Pulling back each ZP,w defines a cycle ZP,w on Xp(ρ). The spirit of
[18] expects that ZP,w ⊂ [L(ww0 · λ)].

Let q = mQ + nQ ⊂ g be the Lie algebra of a standard parabolic subgroup Q of upper-triangular
block matrices of G where nQ is the nilpotent radical and mQ is the Levi factor of diagonal block matrices.
Recall that partial de Rhamness means the vanishing of the nilpotent operator on the graded pieces of the
paraboline sub-filtration which, in the notion of local models (1.2), is translated to that the entries of the
upper-triangular matrix Ad(g−1

1 )ν in certain Levi diagonal blocks are zero. Hence if ww0 · λ is a dominant
weight for mQ, then Theorem 1.5 implies that the cycle [L(ww0 · λ)] is contained in the locus pulled back
from the subspace of ZP cut out by the condition Ad(g−1

1 )ν ∈ nQ. The following elementary result for
which we state as a theorem is the counterpart on the local models.

Theorem 1.6 (Theorem 2.24). For each w ∈ W/WP , the irreducible component ZP,w is contained in the
subspace of ZP where Ad(g−1

1 )ν ∈ nQ if and only if ww0 · λ is a dominant weight for mQ.

Remark 1.7. When P = B, we can replace the irreducible component ZP,w in Theorem 1.6 by the char-
acteristic variety associated with the G-equivariant D-module of the localization of the irreducible U(g)-
module L(ww0 ·0) of the highest weight ww0 ·0 (Proposition 2.28). This will give a more conceptual proof
of the “if” part of the theorem. However, we do not need characteristic cycles in contrast to [18] (our new
argument will be simpler than that in loc. cit., even for regular cases). Moreover, it is the “only if” part that
will play a role.

We illustrate how Theorem 1.6 works in the proof of Theorem 1.1 and the difference between regular
and non-regular cases by the following basic example.

Example 1.8. We assume n = 3, x = (ρ, δ) ∈ Y (Up, ρ) and that δ = δR,w0
has weight λ which is

“dominant”. Take τ0 ∈ Σv0 , v0 ∈ Sp. Assume λτ0,1 ≥ λτ0,2 and that for any τ ̸= τ0, λτ,1 ≥ λτ,2 ≥ λτ,3.
Suppose that we are in the case when WR(ρ) = {δR,w0

, δR,sw0
} where s = (sτ )τ∈Σv,v∈Sp

is a simple
reflection such that sτ · λτ = λτ if τ ̸= τ0 and sτ0 · (λτ0,1, λτ0,2, λτ0,3) = (λτ0,2 − 1, λτ0,1 + 1, λτ0,3).
Then there is an equality of the underlying closed subspaces of cycles near x:

(1.4) [L(w0w0 · λ)] ∪ [L(sw0w0 · λ)] = ZP,w0
∪ ZP,sw0

where both sides describe the fibers of the infinitesimal neighbourhood of x over the weight w0w0 · λ. The
left-hand side of (1.4) comes from the construction of the eigenvarietiy using JBp

(−), and the knowledge
of possible companion constituents for ρ in the situation. The right-hand side is provided by the local model
where both ZP,w0 and ZP,sw0 are non-empty. By methods in [18] and Theorem 1.4 we know [L(w0w0·λ)] ̸=
∅ (Proposition 4.9). We need to prove that [L(sw0w0 · λ)] ̸= ∅ which will imply (ρ, δR,sw0

) ∈ Y (Up, ρ)

and HomGp

(
L(sw0w0 · λ, δR,sw0

),Π(ρ)an
)
̸= 0.
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Firstly assume that the Hodge-Tate weights of ρ are regular. In this case λτ,1 ≥ λτ,2 ≥ λτ,3 for all
τ . Hence λ is a dominant weight. The locally analytic representation of the form L(λ, δR,w0

) is locally
algebraic and the cycle [L(w0w0 ·λ)] is then contained in the de Rham locus. However, ZP,w0 is equal to the
locus where ν = 0 in ZP = ZB . From which we get [L(w0w0 · λ)] ⊂ ZP,w0 and ZP,sw0 ⊈ [L(w0w0 · λ)].
Hence [L(sw0w0 · λ)] ̸= ∅ by (1.4). This is the strategy used in [18] for such situation.

Now assume that the τ0-Hodge-Tate weights of ρv0 are not regular and are equal to (2, 1, 1) so that
λτ0 = (2, 2, 3) and sτ0 · λτ0 = (1, 3, 3). Theorem 1.5 implies that the cycle [L(w0w0 · λ)] is {τ0}-partially
de Rham with respect to the standard Levi subalgebra gl2 × gl1 of gl3. Since (1, 3, 3) is not dominant with
respect to gl2 × gl1, Theorem 1.6 tells that the cycle ZP,sw0 is not fully contained in the {τ0}-partially de
Rham locus (with respect to gl2 × gl1). Hence ZP,sw0

⊈ [L(w0w0 · λ)] which forces [L(sw0w0 · λ)] ̸= ∅
by (1.4).

Remark 1.9. The above strategy also allows obtaining certain companion points or constituents for non-
de Rham trianguline representations. Theorem 1.6 suggests a partial classicality conjecture (a converse of
Theorem 1.5) for almost de Rham representations with regular Hodge-Tate weights which is closely related
to the locally analytic socle conjecture (Proposition 5.21).

1.5. Outline of the paper. We give a brief overview of the contents of the paper.
§2 studies the varieties appearing for the local models. The unibranch property of the local models is

proved in §2.3 (Theorem 2.12). §2.5 contains the results on the generalized Steinberg varieties (Theorem
2.24). §2.6 is a complement of §2.5 to provide a point of view from geometric representation theory.

§3 establishes the local models for the trianguline variety in the non-regular cases. This part follows
closely with [18] in the regular cases. The first sections are devoted to recall and generalize the deformation
theory of trianguline (φ,Γ)-modules. §3.6 transports the results on the Steinberg varieties in §2.5 to the
trianguline variety via the local models.

§4 contains our main results on companion points and constituents and their proofs. §4.1 concerns the
existence of local companion points on the trianguline variety. §4.2 is to recall the global settings and §4.3
recalls the theory of locally analytic representations and the definition of companion constituents. §4.4 is
the core part where we prove the main theorems (Theorem 4.10 and Theorem 4.12). The key induction
step is Proposition 4.7 which uses the results on Steinberg varieties in §2.5 and Theorem 4.4. The proof of
Theorem 4.4 absorbs the results, postponed in §5, on the partially classical companion constituents.

§5 concerns the partially classical families and the partial classicality. A large effort (§5.2-§5.5) is for the
construction of the partial eigenvarieties and studying their basic properties where most results have been
obtained by Ding. We adapt his method in our setting to get the patched and more partial versions. The
aim is to prove Theorem 5.15 in §5.6 on the partial de Rhamness of partially classical constituents which
have been used in §4.4. §5.7 discusses the conjecture on partial classicality and several results for almost
de Rham representations.

In Appendix A, we generalize certain result of Berger-Colmez in [6] on de Rham families of Galois
representations to almost de Rham families of (φ,Γ)-modules (Proposition A.10). The result we get is
stronger than what we need (in the proof of Proposition 5.13 and Theorem 4.4) and is possibly known to
experts. We include a proof as it might be of use in the future.

1.6. Acknowledgments. This is part of the author’s PhD thesis. I would like to express my sincere grati-
tude to my advisor Benjamin Schraen for introducing me to the subject, for many helpful discussions and
suggestions, and for his reading and comments on earlier drafts of this paper. I would like to thank Simon
Riche for answering my questions and helpful suggestions and thank Yiwen Ding for answering my ques-
tions. Part of the work in this paper was presented at the Paris-London Number Theory Seminar (online)
in November 2020, and I would like to thank the organizers for their invitation. This work was supported
by Ecole Doctorale de Mathématique Hadamard (EDMH). I would like to thank the anonymous referee for
helpful comments and corrections.

1.7. Notation.

1.7.1. Reductive groups. Let G denote a connected split reductive group over a field k with a maximal torus
T , a Borel subgroup B containing T and the Levi decomposition B = TU . Write B for the opposite Borel
subgroup and U for the unipotent radical of B. Write R+ (resp. R, resp. R−) for the set of all positive roots
with respect to B (resp. roots, resp. negative roots with respect to B) of G. Write ∆ for the set of positive
simple roots. For a root α, denote by α∨ the corresponding coroot. We have in particular ⟨α∨, α⟩ = 2,
where ⟨−,−⟩ denotes the pairing between the lattices of coweights X∗(T ) and weights X∗(T ) of T . Write
W for the Weyl group of G and for α ∈ R, denote by sα ∈ W for the corresponding reflection. Let
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S = {sα | α ∈ ∆} be the set of simple reflections. For every w ∈ W , we fix an element ẇ ∈ NG(T )(k)
that is sent to w via the isomorphism NG(T )/T ≃ W where NG(T ) denotes the normalizer of T in W .
We have ⟨α, sβ(µ)⟩ = ⟨sβ(α), µ⟩ for α ∈ R, β ∈ ∆, µ ∈ X∗(T ).

We use fraktur letters g (resp. b, resp. p, resp. t, resp. u, resp. u, etc.) for the Lie algebra of G (resp. B,
resp. P , resp. T , resp. U , resp. U , etc.). Denote by Ad : G→ End(g) the adjoint representation. For a Lie
algebra g, denote by U(g) the universal enveloping algebra.

If P is a standard parabolic subgroup of G containing B, let P = MPNP be the standard Levi decompo-
sition, where MP is the standard Levi subgroup containing T . Let BMP

= B ∩MP and UMP
= U ∩MP .

Let RP ⊂ R be the set of roots of MP and let R+
P = R+ ∩ RP , R

−
P = R− ∩ RP ,∆P = ∆ ∩ RP . Let

mP (resp. nP , resp. bMP
, resp. uMP

) be the Lie algebra of MP (resp. NP , resp. BMP
, resp. UMP

). In
particular, nB = u.

Write WP for the Weyl group of MP . Let lg(−) denote the length of elements in W with respect to the
set of simple reflections in S. We use the symbols≤,≥, <,> to denote the strong Bruhat order (resp. partial
Bruhat order) on W (resp. W/WP ) with respect to the Coxeter system (W,S) [8, §2.1, §2.5]. Write WP

for the set of elements w ∈W that are the unique shortest elements in the cosets wWP (cf. [8, §2.4]). Then
W = WPWP . If w ∈ W , let w = wPwP be the unique decomposition such that wP ∈ WP , wP ∈ WP

([8, Prop. 2.4.4]). The map W → WP : w 7→ wP is order preserving ([8, Prop. 2.5.1]) and the partial
order on W/WP is induced by the order on W via the bijection WP ↔ W/WP . For w ∈ W/WP , let
lgP (w) := lg(wP ) where wP ∈ WP ∩ wWP . When it is clear from the context, for w ∈ W , we use the
same notation w to denote the coset wWP ∈ W/WP . Write w0 (resp. wP,0) for the longest element in W
(resp. WP ).

We write BwP/P for the Schubert variety in the flag variety G/P corresponding to w ∈ W/WP . It is
the closure of the Schubert cell BwP/P in G/P (cf. [53, II.13.8]).

A weight λ ∈ X∗(T ) which is also viewed as a weight of t is said to be a dominant (resp. antidominant)
weight for a standard Levi subgroup MP or its Lie algebra mP (with respect to BMP

or bMP
) if ⟨α∨, λ⟩ ≥ 0

(resp. ⟨α∨, λ⟩ ≤ 0) for all α ∈ ∆P .
The dot action is given by w · λ = w(λ+ ρ)− ρ for all w ∈W and λ ∈ X∗(T ) where ρ is the half sum

of all positive roots.

1.7.2. Local fields. Let K be a finite extension of Qp with a uniformizer ϖK . Write OK for the ring of
integers of K and kK for the residue field. Let K be an algebraic closure of K and C be the completion of
K. Let K0 be the maximal unramified subfield of K. Write GK := Gal(K/K) for its Galois group. Let
B+

dR = B+
dR(C),BdR = B+

dR[
1
t ] be Fontaine’s de Rham period rings, where t is Fontaine’s 2πi. Let K(µ∞)

be the extension of K by adding all p-th power roots of unity, and we define ΓK := Gal(K(µ∞)/K).
Take L a finite extension of Qp that splits K. Let CL denote the category of commutative local Artinian

L-algebras with residue field L. If A ∈ CL, let mA be its maximal ideal and the tensor product − ⊗A L is
always with respect to the map modulo mA. Let Σ be the set of embeddings τ : K ↪→ L.

Write T for the Qp-rigid analytic space parametrizing continuous characters of K× (cf. [54, Exam.
6.1.5]) and TL = T ×Qp L. If A is an affinoid L-algebra, and δ : K× → A× is a continuous character,
i.e. locally Qp-analytic, then define the weight wt(δ) ∈ HomQp(K,A) : x 7→ d

dtδ(exp(tx)) |t=0. We
identify HomQp(K,A) with K ⊗Qp A via the trace pairing of K and let wtτ (δ) be the τ -part of wt(δ) ∈
K ⊗Qp

A =
∏

τ∈Σ A.
Let ϵ be the cyclotomic character of GK and we still use ϵ to denote the character NK/Qp

|NK/Qp
|Qp

of K× where NK/Qp
is the norm map and | − |Qp

is the standard valuation of Qp. For any a ∈ L×, let
unr(a) : K× → L× be the unramified character sending ϖK to a. If k = (kτ )τ∈Σ ∈ ZΣ, write zk for the
character K× → L× : z 7→

∏
τ∈Σ τ(z)kτ . If δ = (δi)i∈I : (K×)I → A× is a continuous character of

(K×)I for a finite set I , we write wt(δ) := (wt(δi))i∈I ∈ (K ⊗Qp
A)I and similarly for wtτ (δ). If A is

a finite local L-algebra and δ : K× → A×, then we say δ is (Qp-)algebraic (resp. locally (Qp-)algebraic,
resp. smooth) if δ = zk for some k ∈ ZΣ (resp. wtτ (δ) ∈ Z ⊂ A,∀τ ∈ Σ, resp. wt(δ) = 0). We say
δ : (K×)I → A× is (Qp-)algebraic (resp. locally (Qp-)algebraic, resp. smooth) if δi is (Qp-)algebraic
(resp. locally (Qp-)algebraic, resp. smooth) for all i ∈ I .

If X is a rigid space, we write RX,K for the Robba ring of K over X ([54, Def. 6.2.1], our notation
follows [18]) and if A is an affinoid algebra, write RA,K := RSp(A),K . If δ : K× → Γ(X,OX)×

is a continuous character, let RX,K(δ) (or RA,K(δ) if X = Sp(A)) be the rank one (φ,ΓK)-module
over RX,K constructed in [54, Cons. 6.2.4]. If DX is a (φ,ΓK)-module over RX,K , set DX(δ) :=
DX ⊗RX,K

RX,K(δ).
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1.7.3. Miscellaneous. For a positive integer n, write Sn for the n-th symmetric group.
If x is a point on X , a scheme locally of finite type over a field or a rigid analytic variety, then we denote

by k(x) the residue field at x. Write Xred for the underlying reduced subspace.
If X is a scheme locally of finite type over a finite extension L of Qp, then we write Xrig for its rigid

analytification ([12, §5.4]). If R is a commutative Noetherian complete local ring over OL of residue field
finite over kL, then we denote by Spf(R) the formal scheme defined by R with its maximal ideal and we
write Spf(R)rig for its rigid generic fiber in the sense of Berthelot ([27, §7]).

If R is a commutative ring, then write Rred := R/J for its nilreduction where J is the nilradical of R.
If R is a commutative Noetherian local ring, denote by R̂ the completion of R with respect to the maximal
ideal of R.

If Z is a topologically finitely generated abelian p-adic Lie group, then we write Ẑ for the rigid analytic
space over Qp parameterizing continuous characters of Z (cf. [54, Prop. 6.1.1]).

If g is a finite-dimensional Lie algebra over a field k, then we use the same notation g to denote the affine
scheme over k such that g(A) = A⊗k g for any commutative k-algebra A.

If V is a module over a ring R and I is an ideal of R, then write V [I] for the subset {v ∈ V | av =
0,∀a ∈ I}. If V is a vector space over a field with a linear action of a group G, then write V G for the
subspace {v ∈ V | gv = v,∀g ∈ G}.

2. UNIBRANCHNESS

In this section, we study some generalized version of the varieties built from Grothendieck’s simultane-
ous resolution in [62], [7] and [18].

We fix a connected split reductive group G over a field k with characteristic that is very good for G ([55,
Def. VI.1.6], we will only need the case when char(k) = 0), with a maximal torus T , a Borel subgroup
B = TU containing T and a standard parabolic subgroup P = MPNP . Let g (resp. b, resp. p, resp. t,
etc.) be the Lie algebra of G (resp. B, resp. P , resp. T , etc.). Let W be the Weyl group of G.

2.1. The varieties. We shall define the varieties that we are going to study. Define the following schemes
over k:

XP :=
{
(ν, g1B, g2P ) ∈ g×G/B ×G/P | Ad

(
g−1
1

)
ν ∈ b,Ad

(
g−1
2

)
ν ∈ p

}
YP :=

{
(ν, gP ) ∈ b×G/P | Ad

(
g−1

)
ν ∈ p

}
.

If P = B, then XP is defined in [18] and we denote by X := XB , Y := YB . The scheme XP (resp. YP )
is equipped with a left G-action (resp. B-action) given by g (ν, g1B, g2P ) = (Ad (g) ν, gg1B, gg2P ) for
any g ∈ G, (ν, g1B, g2P ) ∈ XP (resp. b(ν, gP ) = (Ad(b)ν, bgP ) for any b ∈ B, (ν, gP ) ∈ YP ). The
morphism G ×B YP → XP sending (g, (ν, g1P )) to (Ad (g) ν, gB, gg1P ) is an isomorphism, where the
notation of G ×B YP is taken from [53, I.5.14]. Let U be the opposite unipotent subgroup with respect to
B. The projection G→ G/B is locally trivial: G is covered by open subsets of the form gUB, g ∈ G and
gUB ≃ U ×B as varieties. Hence XP ≃ G×B YP is covered by open subschemes that are isomorphic to
U × YP . Note that U is smooth.

Suppose w ∈ W/WP . Let UP,w =
{
(g1B, g2P ) ∈ G/B ×G/P | g−1

1 g2P ∈ BwP/P
}

be the equi-
variant partial Schubert cell in G/B ×G/P . Then UP,w is a locally closed subscheme in G/B ×G/P of
dimension dimG− dimB + lgP (w) ([53, II.13.8]). We let

(2.1) VP,w :=
{
(ν, g1B, g2P ) ∈ XP | g−1

1 g2P ∈ BwP
}

be the preimage of UP,w in XP under the natural projection XP → G/B × G/P and define V Y
P,w :={

(ν, gP ) ∈ b×BwP/P | Ad
(
g−1

)
ν ∈ p

}
similarly.

Definition 2.1. For every w ∈ W/WP , let XP,w (resp. YP,w) be the Zariski closure of VP,w in XP (resp.
the Zariski closure of V Y

P,w in YP ) equipped with the reduced induced subscheme structure. When P = B,
we write Xw (resp. Yw) for XB,w (resp. YB,w).

We define a variety g̃P :=
{
(ν, gP ) ∈ g×G/P | Ad

(
g−1

)
ν ∈ p

}
≃ G×P p and denote by g̃ := g̃B .

The projection to the first factor qP : g̃P → g is the (partial) Grothendieck simultaneous resolution ([55,
VI.8]). The scheme XP is isomorphic to g̃×g g̃P as in [18] for X .

Define prP : XP = g̃ ×g g̃P → g̃ to be the projection to the first factor and prP,w to be its restriction
to XP,w. Similarly, we can define morphisms prYP and prYP,w which send (ν, gP ) ∈ YP ⊂ b × G/P to
ν ∈ b. We let greg ⊂ g (resp. greg−ss) be the open subscheme of g consisting of regular elements which
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by definition are those elements in g whose orbits under the adjoint action of G have the maximal possible
dimension (resp. regular semisimple elements). Let g̃reg := q−1

B (greg) (resp. g̃reg−ss := q−1
B (greg−ss)).

Proposition 2.2. (1) The scheme XP (resp. YP ) is reduced, is a locally complete intersection, hence
Cohen-Macaulay, and is equidimensional of dimension dimG (resp. dimB). Its irreducible com-
ponents are XP,w (resp. YP,w) for w ∈W/WP .

(2) For each w ∈ W/WP , the morphism prP,w : XP,w → g̃ (resp. prYP,w : YP,w → b) is proper
birational surjective and is an isomorphism over g̃reg (resp. breg := b ∩ greg).

Proof. The proof goes in the same way as that in [18, §2.2] and we only give a sketch here. The fiber of the
projection VP,w → UP,w over a point (g1B, g2P ) ∈ UP,w ⊂ G/B ×G/P is

{(ν, g1B, g2P ) ∈ XP | ν ∈ Ad(g1)b ∩Ad(g2)p}

which is isomorphic to b∩Ad(ẇ)p as schemes where ẇ ∈WP is the shortest element in wWP . The variety
b ∩ Ad(ẇ)p is an affine space of dimension dimB − lgP (w) ([10, Prop. 3.9 (ii)] or Lemma 2.6 below).
Using [18, Lem. 2.2.2] we see that VP,w is a geometric vector bundle over UP,w of total dimension dimG.
Hence XP,w is irreducible of dimension dimG for every w ∈ W/WP . The scheme XP is a union of the
subsets XP,w, w ∈ W/WP and is locally cut out by dimG − dimB + dimG − dimP equations from a
smooth variety g×G/B×G/P . Thus XP is locally of complete intersection, hence Cohen-Macaulay and
equidimensional of dimension dimG. The reducedness of XP and (2) for XP can be proved by the same
arguments in the proof of [18, Thm. 2.2.6] using Lemma 2.3 below to argue that each XP,w contains one
point in the fiber over any point of g̃reg−ss of the map prP : XP → g̃. The proof of results for YP is similar
or using the results for XP together with the isomorphism G×B YP ≃ XP . □

There is a natural proper surjective morphism of schemes qB,P : g̃ → g̃P , (ν, gB) 7→ (ν, gP ). In fact,
the surjectivity can be tested over an algebraically closed field and for closed points since the source and
the target are both algebraic varieties. For any geometric point (ν, g) ∈ g × G such that Ad

(
g−1

)
ν ∈ p,

one can always find an element h ∈MP such that Ad(h−1g−1)ν ∈ b, then the point (ν, ghB) ∈ X is sent
to (ν, gP ) ∈ XP by qB,P . Now we have a factorization of qB : g̃

qB,P→ g̃P
qP→ g. The following lemma is a

plain generalization of [18, Prop. 2.1.1].

Lemma 2.3. The morphism qP : g̃P → g is proper and surjective. It is finite over greg and is étale of
degree |W/WP | over greg−ss.

Proof. The properness of qP comes from the factorization qP : g̃P ↪→ g×G/P → g and the fact that the
flag variety G/P is proper. Since qB = qP ◦ qP,B and qB is surjective by [18, Prop. 2.1.1], qP must be
surjective. Since qB is quasi-finite over greg, for any point s ∈ greg, the fiber q−1

B (s) is finite, hence the fiber
q−1
P (s) = qB,P

(
q−1
B (s)

)
is finite using the fact that the map qB,P is surjective. Hence qP is quasi-finite

over greg and thus is also finite over greg since qP is proper. Let treg be the open subscheme of t consisting
of regular elements in the Lie algebra t of the torus T . By the proof of [55, Thm. VI.9.1] and the assumption
that the characteristic of k is good for G, the morphism treg×G/T → g̃reg−ss : (t, gT ) 7→ (Ad (g) t, gB) is
an isomorphism. The Weyl group W acts on the right on treg ×G/T by ẇ(t, gT ) = (Ad(ẇ−1)t, gẇT ) for
w ∈ W . Then the composite map q′B : treg ×G/T

∼→ g̃reg−ss qB→ greg−ss is a Galois covering with Galois
group W . Consider the morphism q′B,P : treg × G/T

∼→ q−1
B (greg−ss)

qB,P→ q−1
P (greg−ss). One check

that q′B,P factors through (treg × G/T )/WP , the étale sub-covering of q′B associated with the subgroup
WP . We only need to verify that the induced morphism of varieties (treg × G/T )/WP → q−1

P (greg−ss)
is an isomorphism. We may assume k is algebraically closed. If two k-points (t1, g1), (t2, g2) ∈ (treg ×
G)(k) are sent to the same point in g̃P , then Ad(g1)t1 = Ad(g2)t2 and g−1

1 g2 ∈ P (k). Since t1, t2 are
regular, their centralizer in G is T . Comparing the centralizer of Ad(g1)t1 and Ad(g2)t2 we get g−1

2 g1 ∈
NG(T )(k) ∩ P (k). Thus the image of g−1

2 g1 in the Weyl group lies in WP . Hence the map on k-points
((treg ×G/T )/WP ) (k) → q−1

P (greg−ss)(k) is a bijection. Now using an infinitesimal argument as in
Step 2 and Step 5 of the proof of [55, Thm. VI.9.1], and notice that both (treg × G/T )/WP (being an
étale covering of the smooth variety greg−ss) and q−1

P (greg−ss) (being an open subscheme of the smooth
variety g̃P ) are smooth varieties, we conclude that the map (treg × G/T )/WP → q−1

P (greg−ss) is an
isomorphism. □

We have a surjective proper morphism pP : X = g̃ ×g g̃ → XP = g̃ ×g g̃P from qB,P : g̃ → g̃P
by base change. For w ∈ W , we will use the same notation w to denote the image wWP in W/WP

when it is clear from the context and write XP,w, VP,w, UP,w, etc. for simplicity. The natural morphism
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G/B × G/B → G/B × G/P sends UB,w to UP,w for every w ∈ W . Thus the open dense subscheme
VB,w of Xw is sent into the open dense subscheme VP,w of XP,w by pP . Since Xw is a reduced closed
subscheme of X and XP,w is Zariski closed in XP , pP sends each Xw into XP,w. We let pP,w be the

restriction of pP on Xw. Then there is a factorization prB,w : Xw
pP,w→ XP,w

prP,w→ g̃. Since both prB,w

and prP,w are proper birational morphisms by Proposition 2.2, so is pP,w. We have a similarly defined
morphism pYP,w : Yw → YP,w for every w ∈ W and we get a sequence of proper birational morphisms

Yw

pY
P,w→ YP,w

prYP,w→ b. Since XP,w (resp. YP,w) is irreducible, we have

Proposition 2.4. For every w ∈ W , the morphism pP,w : Xw → XP,w (resp. pYP,w : Yw → YP,w) is a
proper birational surjection.

Remark 2.5. Assume w ∈ WP , then the map pP,w : Xw → XP,w (reps. pYP,w : Yw → YP,w) induces an
isomorphism of open subvarieties VB,w

∼→ VP,w (resp. V Y
B,w

∼→ V Y
P,w): if ν ∈ b and g = bẇ ∈ BwP

satisfy Ad
(
g−1

)
ν ∈ p, then Ad

(
g−1

)
ν ∈ b by Lemma 2.6 below.

The following lemma is elementary (see [10, Prop. 3.9 (ii)]). But it is the combinatorial reason for
several results in this section, therefore we include a proof here.

Lemma 2.6. Let w ∈W , then the following statements are equivalent:

(1) w ∈WP ;
(2) If ν ∈ b, then Ad(ẇ)−1ν ∈ p if and only if Ad(ẇ)−1ν ∈ b;
(3) {α ∈ R+ | w(α) ∈ R−} ∩R+

P = ∅;
(4) w(R+

P ) ⊂ R+;
(5) Ad(ẇ)(mP ∩ u) ⊂ u.

and for any w ∈W , lgP (w) = |{α ∈ R+ \R+
P | w(α) ∈ R−}|.

Proof. We have sα(R
+) = {−α} ∪ R+ \ {α} for every α ∈ ∆ ([51, Lem. 10.2.B]). Hence for α ∈ ∆,

|{α′ ∈ R+ | wsα(α′) ∈ R−}| is equal to |{α′ ∈ R+ | w(α′) ∈ R−}| − 1 if and only if w(α) ∈ R−.
Hence lg(wsα) = lg(w) − 1 if and only if w(α) ∈ R−, from which we deduce (3)⇒ (1). Conversely we
assume (1). Then w(∆P ) ⊂ R+. Hence (1) ⇒ (3). The equivalence between (3), (4), and (5) is trivial.
The assertion (2) is equivalent to that w−1(R+) ∩ R−

P = ∅ or w(R−
P ) ∩ R+ = ∅ which is just (4) with a

minus sign. Now if w ∈ W and we write w = wPwP , wP ∈ WP . Since wP (R
+ \ R+

P ) = R+ \ R+
P , we

get lg(wP ) = {α ∈ R+ \R+
P | wP (α) ∈ R−} = {α ∈ R+ \R+

P | w(α) ∈ R−}. □

We will also need the following lemma.

Lemma 2.7. If w,w′ ∈ W/WP , then XP,w ∩ VP,w′ ̸= ∅ only if w ≥ w′ with respect to the Bruhat order
on W/WP .

Proof. For w ∈ W/WP , let UP,w be the closure of UP,w in G/B × G/P . As UP,w ≃ G ×B BwP/P

under the isomorphism G/B × G/P
∼→ G ×B G/P : (g1B, g2P ) 7→ (g1, g

−1
1 g2P ), by [53, I.5.21

(2)], UP,w ≃ G ×B BwP/P . For w ∈ W/WP , write wP ∈ wWP for the shortest representative.
Then by definition, w ≥ w′ in W/WP if and only if wP ≥ (w′)P in W . Hence by [53, II.13.8 (4)],
Bw′P/P ⊂ BwP/P if and only if w ≥ w′ in W/WP . In particular, Bw′P/P ⊂ BwP/P if and
only if w ≥ w′ in W/WP . Since BwP/P is B-invariant, we get BwP/P = ∪w′≤wBw′P/P . Hence
UP,w = ∪w′≤wUP,w′ . Thus XP,w is contained in the closed subspace{

(ν, g1B, g2P ) ∈ XP | (g1B, g2P ) ∈ UP,w

}
= ∪w′≤wVP,w′

of XP by definition. As VP,w′ , w′ ∈ W/WP are pairwise disjoint, XP,w ∩ VP,w′ = ∅ if w′ is not ≤ w in
W/WP . □

2.2. Unibranchness. We recall the notion of unibranchness. A local ring R is called unibranch if the
reduced reduction Rred is a domain and the integral closure R′ of Rred in its field of fractions is local. We
say that a locally Noetherian scheme S is unibranch at a point s ∈ S if the local ring OS,s is unibranch.

Lemma 2.8. Let R be a reduced excellent Noetherian local ring, then R is unibranch if and only if its
completion R̂ with respect to the maximal ideal is irreducible.

Proof. This is [44, Sch. 7.8.3(vii)]. □
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Proposition 2.9. Let f : Y → X be a morphism of integral algebraic varieties over a field k. Assume that
Y is normal and that f is proper and surjective. If x ∈ X is a point such that the fiber f−1(x) of f over
x is connected, then the local ring OX,x is unibranch and its completion ÔX,x with respect to the maximal
ideal is irreducible.

Proof. Let ν : Xν → X be the normalization of X . Since X is integral, Xν is integral and the morphism
ν is a finite surjection (see [67, Tag 035Q] and [67, Tag 035S]). Since Y is normal, there exists a unique

factorization f : Y
f ′

→ Xν ν→ X (see also [67, Tag 035Q]). Since f is proper and ν is finite, f ′ is also
proper ([67, Tag 01W6]). The image of f ′ is then a closed subset of Xν . If f ′ is not dominant, the generic
point of Xν is not in the image of f ′, then the generic point of X is not in the image of f , which contradicts
that f is surjective. Hence f ′ is surjective. We have morphisms

f−1(x)
f ′

→ ν−1(x)→ Spec(k(x)),

where k(x) denotes the residue field at x ∈ X . Since the morphism f−1(x)
f ′

→ ν−1(x) is surjective and
f−1(x) is connected, we get that ν−1(x) is connected. Now assume that x is contained in an affine open
subset Spec(A) of X . Then ν−1(Spec(A)) = Spec(A′) where A′ is the integral closure of A in its field of
fractions. Suppose that x corresponds to a prime ideal p of A. Then ν−1(x) = Spec(A′

p/pA
′
p) where A′

p

is also the normalization of Ap in its field of fractions ([67, Tag 0307]). As A′
p is finite over Ap, the fiber

Spec(A′
p/pA

′
p) is finite over Spec(k(x)) and thus is a finite union of discrete points as a topological space.

The connectedness of the fiber means that Spec(A′
p/pA

′
p) consists of only one point. Hence there is only

one prime ideal p′ of A′
p which lies above p. Since finite morphisms are closed, p′ is the unique maximal

ideal of A′
p and thus A′

p is local. Since OX,x is excellent, we get OX,x = Ap is unibranch and ÔX,x is
irreducible by [44, Prop. 7.6.1] and [44, Sch. 7.8.3(vii)]. □

2.3. Connectedness of fibers over nilpotent elements. We establish the unibranch property for XP,w (or
YP,w) at certain points using Proposition 2.9 and the normality of Xw ([18, Thm. 2.3.6]).

Recall by Proposition 2.4, we have a sequence of birational proper surjective morphisms:

Yw

pY
P,w→ YP,w

prYP,w→ b.

Let N be the nilpotent subvariety of g consisting of nilpotent elements (cf. [55, VI.3]). Then u = b ∩ N .
Denote by prYw := prYB,w : Yw → b.

Proposition 2.10. If ν ∈ u ⊂ b is a closed point and w ∈ W , then the closed subset (prYw)
−1(ν) of Yw is

equal to {
(ν, gB) ∈ b×BwB/B | Ad(g−1)ν ∈ b

}
.

Proof. The result is equivalent to that (prYw)
−1(u) =

{
(ν, gB) ∈ u×BwB/B | Ad(g−1)ν ∈ b

}
as closed

subsets of Yw. We have

G×B (prYw)
−1(u) = {(ν, g1B, g2B) ∈ N ×G/B ×G/B | (ν, g1B, g2B) ∈ Xw} = Xw

as closed subsets of Xw in the notation of [18, §2.4]. The Steinberg variety

Z :=
{
(ν, g1B, g2B) ∈ N ×G/B ×G/B | Ad

(
g−1
1

)
ν ∈ u,Ad

(
g−1
2

)
ν ∈ u

}
has irreducible components Zw′ , w′ ∈ W which are the Zariski closures of the following subsets (see §2.5
for more details){

(ν, g1B, g2B) ∈ N ×G/B ×G/B | Ad
(
g−1
1

)
ν ∈ u,Ad

(
g−1
2

)
ν ∈ u, g−1

1 g2 ∈ Bw′B/B
}
.

The union of the irreducible components Zw′ for w′ ≤ w of the Steinberg variety is then the closed subset{
(ν, g1B, g2B) ∈ N ×G/B ×G/B | Ad

(
g−1
1

)
ν ∈ u,Ad

(
g−1
2

)
ν ∈ u, g−1

1 g2 ∈ BwB/B
}

= G×B
{
(ν, gB) ∈ u×BwB/B | Ad(g−1)ν ∈ u

}
,

by the usual closure relation BwB/B = ∪w′≤wBw′B/B ([53, II.13.7]). By [18, Thm. 2.4.7] and the
discussion after it, we have Xw = ∪w′≤wZw′ . Then we get

G×B (prYw)
−1(u) = G×B

{
(ν, gB) ∈ u×BwB/B | Ad(g−1)ν ∈ u

}

https://stacks.math.columbia.edu/tag/035Q
https://stacks.math.columbia.edu/tag/035S
https://stacks.math.columbia.edu/tag/035Q
https://stacks.math.columbia.edu/tag/01W6
https://stacks.math.columbia.edu/tag/0307
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as closed subsets of Xw. Hence (prYw)
−1(u) =

{
(ν, gB) ∈ u×BwB/B | Ad(g−1)ν ∈ u

}
as closed

subsets of Yw. Finally, we have an equality{
(ν, gB) ∈ u×BwB/B | Ad(g−1)ν ∈ u

}
=
{
(ν, gB) ∈ u×BwB/B | Ad(g−1)ν ∈ b

}
of closed subsets since the two sides are both closed subschemes in Yw and contain same closed points. □

Now if w ∈W is the longest element in wWP , then BwB/B is the preimage of BwP/P via the natural
projection G/B → G/P (cf. [53, II.13.8 (2)]). In particular, BwBP = BwB.

Proposition 2.11. Assume that w ∈ W is the longest element in wWP . If x = (νx, gxP ) ∈ YP,w ⊂
b×BwP/P is a closed point such that νx is nilpotent (i.e. νx ∈ u), then the fiber (pYP,w)

−1(x) is connected.

Proof. We have a commutative diagram

x (prYP,w)
−1(νx) YP,w b×BwP/P

(pYP,w)
−1(x) (prYw)

−1(νx) Yw b×BwB/B

where each horizontal arrow is a closed embedding and each vertical arrow is surjective and projective.
One sees that the formation of the varieties YP,w commutes with base change by fields: the formation of the
varieties V Y

P,w and YP commutes with base change by definition and after base change to a separable closure
of k, the Zariski closure of V Y

P,w with the reduced structure is still irreducible and descends (cf. [9, Cor.
AG.14.6]). And the fiber k(x)×YP,w×kk(x) (Yw×k k(x)) = k(x)×YP,w×kk(x) (YP,w×k k(x))×YP,w

Yw =

k(x) ×YP,w
Yw. Thus we may assume k(x) = k by base change. The composition (prYw)

−1(νx) ={
(νx, gB) ∈ b×BwB/B | Ad(g−1)νx ∈ b

}
→ (prYP,w)

−1(νx) ↪→ νx ×BwP/P can be identified with
the morphism {

gB ∈ BwB/B | Ad(g−1)νx ∈ b
}
→ BwP/P : gB 7→ gP,(2.2)

where we only consider the underlying reduced varieties and have used Proposition 2.10. To show that the
fiber (pYP,w)

−1(x) is connected, we only need to show that the morphism (2.2) has connected fibers. We
pick a closed point gxB in the fiber of gxP . The fiber over gxP is{

gB ∈ BwB/B | Ad(g−1)νx ∈ b, g−1
x g ∈ P/B

}
≃
{
gB ∈ P/B | Ad(g−1)

(
Ad(g−1

x )νx
)
∈ b
}

since g ∈ P/B implies that gxg ∈ BwBP/B = BwB/B by the assumption on w. To show that the latter
is connected, we can assume that gx is trivial and νx ∈ u by replacing (νx, gxB) with (Ad(g−1

x )νx, B).
Assume that P = MPNP is the standard Levi decomposition and p = mP + nP where mP (resp. nP )
is the Lie algebra of MP (resp. NP ). Let BMP

= B ∩ MP , bMP
be its Lie algebra and uMP

be the
variety of nilpotent elements in bMP

. We have P/B ≃ MP /BMP
([53, II.1.8 (5)]). We can decompose

νx = mx + nx where mx ∈ uMP
and nx ∈ nP . Since Ad(P )nP ⊂ nP , an element gBMP

∈ MP /BMP

satisfies Ad(g−1)νx ∈ b if and only if Ad(g−1)mx ∈ bMP
. Hence there is an isomorphism{

gB ∈ P/B | Ad(g−1)(νx) ∈ b
}
≃
{
gBMP

∈MP /BMP
| Ad(g−1)(mx) ∈ bMP

}
.

As a closed subspace of MP /BMP
, this is the Springer fiber: the fiber of the Springer resolution ÑMP

→
NMP

over the point mx ∈ NMP
where NMP

is the nilpotent variety of mP
1. The nilpotent variety is

normal and, unlike the Grothendieck resolution, the Springer resolution is birational. Hence Springer fibers
are connected by Zariski’s main theorem (cf. [23, Rem. 3.3.26] or [69, §1.4.1]). □

Theorem 2.12. If x = (ν, g1B, g2P ) ∈ XP,w (resp. x = (ν, gP ) ∈ YP,w) is a closed point such that ν
is nilpotent, then the local ring OXP,w,x (resp. OYP,w,x) is unibranch and the completion ÔXP,w,x (resp.
ÔYP,w,x) is irreducible.

1The Springer fiber is the reduced subvariety associated with the subscheme
{
gBMP

∈ MP /BMP
| Ad(g−1)(mx) ∈ uMP

}
which shares the same underlying topological space with the subscheme

{
gBMP

∈ MP /BMP
| Ad(g−1)(mx) ∈ bMP

}
since

they have the same closed points (cf. [69, §1.2]).
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Proof. Let w ∈ W such that w is the longest element in wWP . Consider the surjective birational proper
morphism pP,w : Xw → XP,w (resp. pYP,w : Yw → YP,w) of integral varieties. The fiber p−1

P,w(x)

(resp. (pYP,w)
−1(x)) is connected by Proposition 2.11 and Xw (resp. Yw) is normal by [18, Thm. 2.3.6].

Hence XP,w (resp. YP,w) is unibranch at x and the completion ÔXP,w,x (resp. ÔYP,w,x) is irreducible by
Proposition 2.9. □

Remark 2.13. The above results are true in generality. The assumptions in Proposition 2.11 that νx is
nilpotent and w is the longest element in wWP can be removed. Using a Bott-Samelson-Demazure type
resolution for XP,w in [62, §1.7], one can show that for any w ∈ W , the fiber of pP,w : Xw → XP,w over
any point x ∈ XP,w is connected. Thus by Proposition 2.11 and [18, Thm. 2.3.6], XP,w is unibranch at all
points. One can see also from the proof of Proposition 2.11 that XP,w is in fact geometrically unibranch
([43, §23.2.1]). Moreover, Proposition 2.10 can be proved directly without using [18, Thm. 2.4.7].

Corollary 2.14. If x = (ν, g1B, g2P ) ∈ XP,w is a closed point such that ν is nilpotent, then the irreducible
components of Spec(ÔXP ,x) are Spec(ÔXP,w,x) for w ∈W/WP such that x ∈ XP,w.

Proof. Suppose that R is a reduced local excellent Noetherian ring with minimal prime ideals p1, · · · , pm
such that every R/pi is unibranch. By definition, the normalization R′ of R is a product of (R/pi)

′, the
normalizations of R/pi. Since R/pi is unibranch, (R/pi)

′ is local and thus the number of maximal ideals
of R′ is m. By [44, Sch. 7.8.3(vii)], minimal prime ideals of R̂ correspond bijectively to maximal ideals of
R′. Hence there are exactly m minimal ideals of R̂. Since the quotients R̂/piR̂ = R̂/pi of R̂ are integral,
they correspond to all irreducible components of Spec(R̂). □

2.4. The weight map. We prove some results for the weight map of XP,w. Since the characteristic of k
is very good for G, the ring morphisms S(g∗) ←↩ S(g∗)G ∼→ S(t∗)W induce a morphism γG : g → t/W
of k-schemes ([55, VI.8]). Applying this fact to the standard Levi subgroup MP of P we get a map
γMP

: mP → t/WP . We define a map κP : g̃P → t/WP : (ν, gP ) 7→ γMP

(
Ad(g−1)ν

)
where

Ad(g−1)ν denotes the image of Ad(g−1)ν in mP under the projection p ↠ p/nP
∼→ mP . Let κ1 : XP →

t be the map sending (ν, g1B, g2P ) to the image of Ad(g−1
1 )ν in t = b/u and κ2 be the composition

XP = g̃×g g̃P → g̃P
κP→ t/WP . We have the following commutative diagram

t t/WP t/W

g̃ g̃P g

κB κP κG = γG

where the horizontal arrows are natural projections. For i = 1, 2, w ∈W/WP , let κi,w be the restriction of
κi to the closed subscheme XP,w.

Lemma 2.15. We have the following commutative diagram

t t/W

XP,w t/WP

κ1,w

κ2,w

α

where the map t → t/W and t/WP → t/W are natural projections and the map α : t → t/WP is the
composition of the map Ad(ẇ−1) : t→ t with the projection t→ t/WP (thus α depends only on the class
of w in W/WP ).

Proof. This is a generalization of [18, Lem. 2.3.4]. We only need to show κ2,w = α ◦ κ1,w. Since
XP,w is the closure of VP,w =

{
(ν, g1B, g2P ) ∈ XP | g−1

1 g2 ∈ BwP
}

in XP , we only need to verify
κ2,w = Ad(ẇ−1)κ1,w when restricted to VP,w. Let x = (ν, g1B, g2P ) ∈ XP (S) for a k-algebra S and
by replacing S by some fppf extension, we assume g2 = g1ẇ ∈ G(S). Then Ad(g−1

1 )ν ∈ b(S) and
Ad(ẇ−1)Ad(g−1

1 )ν ∈ p(S). We assume w ∈ WP . Then we have Ad(ẇ−1)Ad(g1)
−1ν ∈ b(S) (cf.

Lemma 2.6). The image of Ad(g−1
2 )ν in mP (S) = p/nP (S), denoted by Ad(g−1

2 )ν, lies in the subset
bMP

(S) = mP (S) ∩ b(S). Let t denote the image of Ad(g−1
2 )ν in t(S) = tMP

(S) = bMP
(S)/uMP

(S).
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Then κ2(x) = γMP

(
Ad(g−1

2 )ν
)

is the image of t in (t/WP )(S) via the map t → t/WP (cf. [55, Thm.

VI.8.3]). We have that κ1,w(x) is the image of Ad(g1)
−1ν in t(S) = b/u(S), thus t = Ad(ẇ−1)κ1,w(x).

Hence κ2,w = α ◦ κ1,w. □

Now let TP := t ×t/W t/WP and for all w ∈ W/WP , let TP,w =
{
(z,Ad(ẇ−1)z) | z ∈ t

}
⊂

t×t/W t/WP be closed subschemes of TP . Then TP,w ≃ t is smooth for any w ∈ W/WP . Similar
to [18, Lem. 2.5.1], TP is equidimensional and {TP,w | w ∈W/WP } is the set of irreducible components
of TP . We have a map (κ1, κ2) : XP → TP and XP,w is the unique irreducible component of XP that dom-

inates TP,w by Lemma 2.15 (the dominance comes from the factorization κ1 : XP,w

prP,w→ g̃
κB→ t ≃ TP,w

and that prP,w is surjective by Proposition 2.2). Suppose that x = (ν, g1B, g2P ) ∈ XP is a closed point
such that ν is nilpotent and let (0, 0) = (κ1(x), κ2(x)) ∈ TP . If x ∈ XP,w ⊂ XP for some w ∈ W/WP ,
we let X̂P,x (resp. X̂P,w,x, resp. T̂P,(0,0), resp. T̂P,w,(0,0)) be the completion of XP at x (resp. XP,w at x,
resp. TP at (0, 0), resp. TP,w at (0, 0)). Since by Theorem 2.12, the structure ring of X̂P,w,x is irreducible,
using the same argument for [18, Lem. 2.5.2], we get the following lemma.

Lemma 2.16. The map X̂P,w′,x ↪→ X̂P,x → T̂P,(0,0) induced by the completions of the closed embedding
XP,x ↪→ XP and the map (κ1, κ2) factors through T̂P,w,(0,0) ↪→ T̂P,(0,0) if and only if w′ = w in W/WP .

2.5. Generalized Steinberg varieties. We shall study certain vanishing properties of irreducible compo-
nents of generalized Steinberg varieties which might be well-known from the perspective of geometric
representation theory (at least for the case when P = B, see §2.6). These vanishing properties will be the
major new ingredients in the global applications of the local models for the trianguline variety.

We pick a standard parabolic subgroup Q = MQNQ of G with Lie algebra q = mQ + nQ and Weyl
group WQ. Let QW be the set of elements w ∈ W such that w is the shortest element in the coset WQw.
We consider the following scheme depending on the choice of the two parabolic subgroups P and Q

ZQ,P :=
{
(ν, g1B, g2P ) ∈ N ×G/B ×G/P | Ad(g−1

1 )ν ∈ nQ,Ad(g−1
2 )ν ∈ p

}
.

As there is an isomorphism Ñ :=
{
(ν, g) ∈ N ×G/B | Ad(g−1)ν ∈ b

}
≃ G ×B u, we can replace N

in the above definition by g (cf. [23, §3.2]). When Q = B, ZP := ZB,P is some generalized Steinberg
variety considered in [35]. We have a natural closed embedding

ZQ,P ↪→ ZP

and generally, ZQ′,P ⊂ ZQ,P if Q ⊂ Q′. For any w ∈ WQ\W/WP , we let ZQ,P,w be the Zariski closure
of the subset HQ,P,w :=

{
(ν, g1B, g2P ) ∈ ZQ,P | g−1

1 g2 ∈ QwP/P
}

in ZQ,P with the reduced induced
scheme structure. We write ZP,w := ZB,P,w for every w ∈ W/WP . There is a unique shortest element
w ∈ W in each double coset WQwWP ∈ WQ\W/WP and w ∈ W is the shortest element in WQwWP if
and only if w ∈WP ∩ QW ([68, Prop. 2]).

Proposition 2.17. (1) The scheme ZQ,P,w is irreducible and has dimension no more than dimG −
dimT .

(2) ZP is equidimensional of dimension dimG − dimT with irreducible components ZP,w, w ∈
W/WP .

(3) For any w ∈WQ\W/WP , the following statements are equivalent:
(a) ZQ,P,w = ZP,w′ for some w′ ∈WP ;
(b) Ad(ẇ)mP ∩ u ⊂ nQ (this condition is independent of the representative of w in W );
(c) if we take a representative w ∈WP ∩ QW , then wQ,0w ∈WP .

And if the above statements hold, w′WP = wQ,0wWP where w ∈WP ∩ QW .
(4) ZQ,B is equidimensional of dimension dimG−dimT with irreducible components ZB,wQ,0w, w ∈

QW .

Proof. Take a representative w ∈W for w ∈WQ \W/WP and we write w instead of ẇ for simplicity.
(1) Let ZQ,P :=

{
(ν, g1Q, g2P ) ∈ N ×G/Q×G/P | Ad(g−1

1 )ν ∈ nQ,Ad(g−1
2 )ν ∈ p

}
be a gener-

alized Steinberg variety in [35]. Then ZQ,P = ZQ,P ×G/Q G/B and the natural morphism ZQ,P → ZQ,P

is a locally trivial fibration of relative dimension dimQ− dimB. Let

HQ,P,w :=
{
(ν, g1Q, g2P ) ∈ N ×G/Q×G/P | Ad(g−1

1 )ν ∈ nQ,Ad(g−1
2 )ν ∈ p, g−1

1 g2 ∈ QwP/P
}

and let ZQ,P,w be the Zariski closure of HQ,P,w in ZQ,P . Then HQ,P,w = HQ,P,w ×G/Q G/B.
We work as in Proposition 2.2 or [18, Prop. 2.2.5]. The projection HQ,P,w → G · (Q,wP ) ⊂ G/Q ×

G/P is G-equivariant (with respect to the diagonal action of G on the double flag variety). The fiber over the
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point (Q,wP ) is the affine space nQ∩Ad(w)p. The G-orbit G·(Q,wP ) is smooth, irreducible of dimension
dimG−dimQ∩wPw−1. By Lemma [35, Lem. 2.3], dimG−dimQ∩wPw−1 = dim nwPw−1+dim nQ−
dim(nQ ∩ nwPw−1) = dim nP + dim nQ − dim(nQ ∩ Ad(w)nP ). Thus by [18, Lem. 2.2.2], HQ,P,w is
a vector bundle over G · (Q,wP ) ×G/Q G/B =

{
(g1B, g2P ) ∈ G/B ×G/P | g−1

1 g2 ∈ QwP
}

and is
smooth of dimension (dimG− dimT )− dim nQ − dim u+ dim nP + dim nQ + dim nQ ∩Ad(w)mP =
(dimG−dimT )− (dim u−dim nP −dim nQ∩Ad(w)mP ) = (dimG−dimT )− (dim u∩Ad(w)mP −
dim nQ ∩ Ad(w)mP ) (the last equality can be deduced from Lemma 2.6 (4) if we take w ∈ WP ). Hence
ZQ,P,w is also irreducible of dimension (dimG−dimT )− (dim u∩Ad(w)mP −dim nQ∩Ad(w)mP ) ≤
dimG− dimT .

(2) If Q = B, then dim u ∩Ad(w)mP − dim nQ ∩Ad(w)mP = 0, the result follows.
(3) By the proof in (1), we see that the dimension of ZQ,P,w is equal to dimG − dimT if and only if

Ad(w)mP ∩ u ⊂ nQ. This proves (a)⇔ (b). In fact, for any w′ ∈WQ, dimAd(w′w)mP ∩ u = dim(u−
nP ) = dimAd(w)mP ∩ u. Thus if Ad(w)mP ∩ u ⊂ nQ, then Ad(w′w)mP ∩ u ⊃ Ad(w′)(Ad(w)mP ∩ u)
of the same dimension and hence Ad(w′w)mP ∩ u = Ad(w′)(Ad(w)mP ∩ u) ⊂ nQ.

Now we take w ∈ WP . Then Ad(w)(mP ∩ u) ⊂ u by Lemma 2.6 and in this case, we have (similarly)
Ad(w)(mP ∩ u) ⊂ u and therefore Ad(w)mP ∩ u = Ad(w)(mP ∩ u).

(b) ⇒ (c): Since w ∈ WP , we get Ad(w)(mP ∩ u) = Ad(w)mP ∩ u ⊂ nQ. As for any w′ ∈ WQ,
Ad(w′)nQ = nQ, we have Ad(w′w)(mP ∩ u) ⊂ nQ ⊂ u and we conclude by Lemma 2.6 that w′w ∈WP

for any w′ ∈WQ.
(c)⇒ (b): We have Ad(wQ,0)(Ad(w)mP ∩u) = Ad(wQ,0w)(mP ∩u) is contained in u by Lemma 2.6.

Since Ad(wQ,0)nQ = nQ,Ad(wQ,0)(mQ ∩ u) = mQ ∩ u and u = mQ ∩ u+ nQ, we get

Ad(w)mP ∩ u = Ad(wQ,0wQ,0)(Ad(w)mP ∩ u) ⊂ Ad(wQ,0)u ∩ u = nQ.

Assume above statements hold. We take w ∈ WP ∩ QW in (c), then lg(wQ,0w) = lg(wQ,0) + lg(w).
Hence BwQ,0BwB = BwQ,0wB (cf. [53, II.13.5 (7)]). As Q = BwQ,0B ([53, II.13.2 (6)]), BwQ,0wP =

BwQ,0BwP ⊂ QwP . Similarly, QwP = BwQ,0BBwBP ⊂ BwQ,0BwBP = BwQ,0wP . Let

H ′
Q,P,w :=

{
(ν, g1B, g2P ) ∈ ZQ,P | g−1

1 g2 ∈ BwQ,0wP/P
}
.

By the discussions in (1) and that BwQ,0wP is open dense in QwP (since BwQ,0wP is open dense in
QwP = BwQ,0wP which contains QwP ), the Zariski closure of H ′

Q,P,w is ZQ,P,w. As H ′
Q,P,w ⊂

ZP,wQ,0w, we get ZQ,P,w ⊂ ZP,wQ,0w. Since dimZQ,P,w = dimZP,wQ,0w, we conclude that ZQ,P,w =
ZP,wQ,0w.

(4) When P = B, we have Ad(w)mB ∩ u = {0} ⊂ nQ for any w ∈ WQ\W , thus the result follows
from (3). □

Remark 2.18. The result that the scheme ZQ,B in the proof of (1) of Proposition 2.17 (resp. ZB,P ) is
equidimensional with the irreducible components parameterized by QW (resp. WP ) is already known by
[35, Thm. 4.1] (resp. [35, Thm. 3.1])

Corollary 2.19. For any w ∈ W/WP , ZP,w is contained in ZQ,P if and only if wWP = wQ,0w1WP for
some w1 ∈WP ∩ QW such that wQ,0w1 ∈WP .

Proof. Assume ZP,w ⊂ ZQ,P . Since ZQ,P = ∪w′∈WQ\W/WP
ZQ,P,w′ and each ZQ,P,w′ is irreducible, we

get ZP,w ⊂ ZQ,P,w′ for some w′. But ZQ,P,w′ has dimension no more than dimZP,w. Hence ZP,w =
ZQ,P,w′ . Now the result follows from (3) of Proposition 2.17. □

Corollary 2.20. Let x be a point of ZQ,B , then there exists an irreducible component ZB,w of ZB such that
x ∈ ZB,w and ZB,w ⊂ ZQ,B .

Remark 2.21. The above result for points on ZQ,B doesn’t hold in general for P ̸= B. For example, if
Q = G, then ZG,P = ZG,P,e ⊊ ZP,w0

if P ̸= B.

Definition 2.22. (1) Let h ∈ X∗(T )
WP be an antidominant coweight (namely h ∈ X∗(T ), ⟨α,h⟩ =

0,∀α ∈ ∆P and ⟨α,h⟩ ≤ 0,∀α ∈ ∆). We say h is P -regular if ⟨α,h⟩ < 0,∀α ∈ ∆ \∆P .
(2) For h ∈ X∗(T ), we say h is strictly Q-dominant if ⟨α,h⟩ > 0,∀α ∈ ∆Q.

Lemma 2.23. If h ∈ X∗(T )
WP is P -regular antidominant, then the set of α ∈ R such that ⟨α,h⟩ < 0

(resp. = 0, resp. > 0) is R+ \R+
P (resp. RP , resp. R− \R−

P ).

Theorem 2.24. For any w ∈W/WP , ZP,w is contained in ZQ,P if and only if w(h) is strictly Q-dominant
for some (or every) P -regular antidominant coweight h ∈ X∗(T )

WP .
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Proof. We take an arbitrary P -regular antidominant coweight h ∈ X∗(T )
WP . Take the representative

w ∈ WP for w ∈ W/WP and write w for ẇ. The statement Ad(w)mP ∩ u ⊂ nQ (which is implied
by that ZP,w is contained in ZQ,P by (3) of Proposition 2.17) is equivalent to that w(RP ) ∩ R+

Q = ∅,
or w−1(R+

Q) ⊂ R \ RP . Since h is P -regular, for α ∈ R, ⟨α,h⟩ ̸= 0 if and only if α /∈ RP . Thus
Ad(w)mP ∩ u ⊂ nQ if and only if ⟨w−1(α),h⟩ = ⟨α,w(h)⟩ ≠ 0,∀α ∈ R+

Q. On the other hand, if w(h)
is strictly Q-dominant, then ⟨α,w(h)⟩ > 0,∀α ∈ R+

Q. We now only need to prove that in the case when
⟨α,w(h)⟩ ≠ 0 for all α ∈ R+

Q, we have w(h) is strictly Q-dominant if and only if wQ,0w ∈WP ∩QW by
(3) of Proposition 2.17.

Since now Ad(w)mP ∩ u ⊂ nQ and w ∈ WP , we have wQ,0w ∈ WP as in the proof of (3.b) ⇒
(3.c) of Proposition 2.17. Let w1 = wQ,0w. Then w1 ∈ QW if and only if w−1

1 ∈ WQ. The latter
is equivalent to w−1

1 (R+
Q) ⊂ R+ by Lemma 2.6. We calculate that ⟨α,w(h)⟩ = ⟨wQ,0(α), w1(h)⟩ =

−⟨−wQ,0(α), w1(h)⟩ for every α ∈ R+
Q. As −wQ,0(R

+
Q) = −R−

Q = R+
Q (cf. [53, II.1.5]), we get that

⟨α,w(h)⟩ ≥ 0 (resp. > 0) for all α ∈ R+
Q if and only if ⟨α,w1(h)⟩ ≤ 0 (resp. < 0) for all α ∈ R+

Q.
If w−1

1 (R+
Q) ⊂ R+, then ⟨α,w1(h)⟩ = ⟨w−1

1 (α),h⟩ ≤ 0 for all α ∈ R+
Q since h is P -regular antidom-

inant. Thus ⟨α,w(h)⟩ ≥ 0 for all α ∈ R+
Q. But we know ⟨α,w(h)⟩ ̸= 0, hence ⟨α,w(h)⟩ > 0 for any

α ∈ R+
Q. Thus w(h) is strictly Q-dominant.

Conversely if ⟨α,w(h)⟩ > 0 for all α ∈ R+
Q, we get ⟨w−1

1 (α),h⟩ < 0 for all α ∈ R+
Q. Since h is

P -regular and antidominant, we get w−1
1 (α) ∈ R+ \ R+

P ,∀α ∈ R+
Q. In particular, w−1

1 (R+
Q) ⊂ R+. Thus

w1 ∈WP ∩ QW . □

The following lemma will be very important for us.

Lemma 2.25. If wWP ̸= w0WP , then there exists α ∈ ∆ such that sαw > w in W/WP and a standard
parabolic subgroup Q of G satisfying both ZP,w ̸⊂ ZQ,P and ZP,sαw ⊂ ZQ,P (which implies that sαw(h)
is strictly Q-dominant by Theorem 2.24 for every P -regular antidominant coweight h ∈ X∗(T )

WP ).

Proof. We assume w ∈ WP . We claim that we can take a simple root α ∈ ∆ such that α ∈ w(R+ \ R+
P )

(or equivalently ⟨α,w(h)⟩ < 0). If two roots α1, α2 /∈ R+ \ R+
P (equivalently ⟨αi,h⟩ ≥ 0, i = 1, 2),

then α1 + α2 /∈ R+ \ R+
P . Thus w−1(R+) ∩ (R+ \ R+

P ) = ∅ if and only if w−1(∆) ∩ (R+ \ R+
P ) =

∅. Assume that R+ ∩ w(R+ \ R+
P ) = ∅. Then R− ∩ w0w(R

+ \ R+
P ) = ∅. This is only possible if

w0w ∈ WP (cf. Lemma 2.6) which contradicts our assumption. Hence we can take α ∈ w(R+ \ R+
P ) ∩

∆. Since sα(R
+ \ {α}) = R+ \ {α} and sα(α) = −α, we get

{
α′ ∈ R+ \R+

P | sαw(α′) ∈ R−} ={
α′ ∈ R+ \R+

P | w(α′) ∈ R−}∐{w−1(α)
}

. Thus lg(sαw) = lg(w) + 1 and sαw ∈ WP by Lemma
2.6. Now take Q = B(α) = BsαB the standard parabolic subgroup with RQ = {α}. Then wQ,0 = sα,
w ∈WP ∩QW and sαw /∈ QW . By Corollary 2.19, ZP,sαw ⊂ ZQ,P and ZP,w ̸⊂ ZQ,P (and now sαw(h)
is strictly Q-dominant and w(h) is not). □

The projection pP : XB → XP induces a proper surjective morphism ZB → ZP . Since p(HB,B,w) ⊂
HB,P,w, we see pP sends ZB,w to ZP,w for any w ∈ W . When w ∈ WP , the morphism HB,B,w →
HB,P,w is an isomorphism (cf. Remark 2.5) and pP induces a proper birational surjection ZB,w ↠ ZP,w if
and only if w ∈ WP (for the only if part, see [35, Thm. 3.3]). For any w ∈ W/WP , let XP,w := κ−1

1,w(0)

and XP := κ−1
1 (0) be the scheme-theoretic fiber over the zero weight. The underlying reduced space X

red

P,w

is contained in ZP . It follows from the discussions after [18, Thm. 2.4.7] that XB,w = ∪w′≤wZB,w′ which
we have used in the proof of Proposition 2.10. For w ∈ W/WP , since pP,w : XB,w → XP,w is surjective
for any representative w ∈W , we get XP,w = ∪w′≤w,w′∈W/WP

ZP,w′ .
We pick an arbitrary closed point x ∈ XP ⊂ XP and assume x ∈ HB,P,wx

for some wx ∈ W/WP

(or equivalently x is in VP,wx
which is defined in §2.1). We have always x ∈ ZP,wx

⊂ XP,w for any
w ∈W/WP , w ≥ wx.

Recall that if A is an excellent Noetherian local ring and Â is the completion of A at the maximal
ideal, then the set of irreducible components of Spec(Â) is the disjoint union of the sets of irreducible
components of Spec(Â ⊗A A/pi), i ∈ I where {pi, i ∈ I} is the set of minimal prime ideals of A (to
see this, use [44, Prop. 7.6.1, Sch. 7.8.3(vii)] and that the normalization of Spec(A) is the disjoint union
of normalizations of its irreducible components, see [67, Tag 035P]). Moreover, Spec(Â ⊗A A/pi) =

Spec(Â/pi) is equidimensional with the same dimension as Spec(A/pi) ([44, Sch. 7.8.3(x)] and [67, Tag
07NV]).

https://stacks.math.columbia.edu/tag/035P
https://stacks.math.columbia.edu/tag/07NV
https://stacks.math.columbia.edu/tag/07NV
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Since Spec(OXP ,x) is equidimensional with irreducible components Spec(OZP,w,x) for w such that

x ∈ ZP,w, Spec(ÔXP ,x) is equidimensional and its set of irreducible components is the disjoint union of

the sets of irreducible components of Spec(ÔZP,w,x) for w such that x ∈ ZP,w. Similarly, the subspace
Spec(ÔXP,w,x) is equidimensional and its set of irreducible components is the disjoint union the sets of

irreducible components of Spec(ÔZP,w′ ,x) for w′ such that x ∈ ZP,w′ and w ≥ w′ in W/WP . In summary,
we have, as topological spaces, for w ≥ wx:

(2.3) Spec(ÔXP,w,x) =
⋃

x∈ZP,w′ ,w≥w′

Spec(ÔZP,w′ ,x)

where each term in the right hand side is non-empty. The closed immersion ZQ,P ↪→ XP induces a
closed immersion Spec(ÔZQ,P ,x) ↪→ Spec(ÔXP ,x) after completion at x. The dimensions of irreducible

components of Spec(ÔZQ,P ,x) are no more than dimG− dimT and the set of all irreducible components
of dimension dimG− dimT is the disjoint union of the sets of irreducible components of Spec(ÔZP,w,x)
with w ∈W/WP such that w(h) is strictly Q-dominant (Theorem 2.24).

Now we assume furthermore that the image of x in g is 0. Since ZP,w is closed and contains the closed
subset

{
(0, g1B, g2P ) ∈ g×G/B ×G/P | g−1

1 g2 ∈ BwP/P
}

, we get{
(0, g1B, g2P ) ∈ g×G/B ×G/P | g−1

1 g2 ∈ BwP/P
}
⊂ ZP,w.

Hence in this case x ∈ ZP,w if and only if w ≥ wx in W/WP , and for w ≥ wx,

(2.4) Spec(ÔXP,w,x) =
⋃

w≥w′≥wx

Spec(ÔZP,w′ ,x)

where each term in the right hand side is non-empty. A more practical form of Lemma 2.25 is the following.

Lemma 2.26. If the image of x ∈ XP in g is 0 and wxWP ̸= w0WP , then there exists α ∈ ∆, sαwx > wx

in W/WP and a standard parabolic subgroup Q of G such that sαwx(h) is strictly Q-dominant for every
P -regular antidominant coweight h ∈ X∗(T )

WP and the space

Spec(ÔXP,sαwx ,x
) = Spec(ÔZP,sαwx ,x

)
⋃

Spec(ÔZP,wx ,x
),

where Spec(ÔZP,sαwx ,x
),Spec(ÔZP,wx ,x

) ̸= ∅, satisfies that Spec(ÔZP,sαwx ,x
) ⊂ Spec(ÔZQ,P ,x) and

Spec(ÔZP,wx ,x
) ̸⊂ Spec(ÔZQ,P ,x) (where all spaces are viewed as subspaces of Spec(ÔXP ,x) ⊂ Spec(ÔXP ,x)).

2.6. Characteristic cycles. Contents in this subsection will not be used subsequently. We assume that k
has characteristic 0 and keep the notation in the last section. Theorem 2.24 can be explained using geometric
representation theory at least when P = B and is true if we replace ZB,w by the Kazhdan-Lusztig cycles
denoted by [L(ww0 · 0)] in [18, Thm. 2.4.7] (see below).

We assume P = B. For each weight µ of t, we let M(µ) := U(g) ⊗U(b) µ be the Verma module and
let L(µ) be the irreducible quotient of M(µ). Then for any w ∈ W , the localization functor of Beilinson-
Bernstein associates M(ww0 · 0) (resp. L(ww0 · 0)) with a G-equivariant (regular holonomic) D-module
M(ww0 · 0) (resp. L(ww0 · 0)) on G/B × G/B ([18, Rem. 2.4.3]). Let T ∗(G/B × G/B) ≃ Ñ × Ñ
be the cotangent bundle of G/B × G/B and identify the Steinberg variety ZB as a closed subscheme of
T ∗(G/B × G/B). Let Z0(ZB) be the free abelian group generated by the codimension 0 points in ZB .
The characteristic cycle [M] of a coherentD-module M on G/B×G/B is the associated cycle in Z0(ZB)
of the characteristic variety Ch(M), the scheme-theoretic support of some OT∗(G/B×G/B)-module gr(M)
constructed from M with respect to some good filtration ([18, §2.4]). For w ∈ W , let [ZB,w] be the cycles
associated with the irreducible components ZB,w which form a basis of Z0(ZB). It follows from [18, Thm.
2.4.7(iii)] that the coefficient of [ZB,w] in [L(ww0 · 0)] is equal to 1. Hence Theorem 2.24 in this case
(P = B) can be deduced from the same statement replacing ZB,w by [L(ww0 · 0)] (viewed as a union of
irreducible components).

For a finitely generated U(g)-module M , there exists a good filtration {0} = M−1 ⊂ M0 ⊂ M1 ⊂ · · ·
of M such that gMi ⊂ Mi+1 and the S(g)-module gr(M) := ⊕∞

i=0Mi/Mi−1 is finitely-generated, where
S(g) is the symmetric algebra of g (cf. [11, §4.1]). The associated variety V (M) is the support of gr(M)
in Spec(S(g)) = g∗, the dual space of g, and is independent of the choice of the good filtration (cf. loc.
cit.). We only consider V (M) as an algebraic subset. Let Q = MQNQ be a standard parabolic subgroup of
G and LmQ

(ww0 ·0) be a finite-dimensional irreducible representation of mQ of the highest weight ww0 ·0
for some w (which means that ww0 · 0 is a dominant weight for mQ) inflated to a representation of q. Then
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MQ(ww0 · 0) := U(g) ⊗U(q) LmQ
(ww0 · 0) is a parabolic Verma module in the category Oq ([50, §9.4])

of the highest weight ww0 · 0 and is in the principal block of the category O. Let q⊥ be the subspace of g∗

consisting of elements that vanish on q.

Lemma 2.27. We have V (MQ(ww0 · 0)) ⊂ q⊥.

Proof. We follow the proof of [11, Thm. 4.6, Cor. 4.7]. If w = w0, then MQ(0) = U(g)/U(q), the result is
obvious. In general, MQ(ww0·0) is a subquotient of U(g)⊗U([q,q])W for some finite-dimensional g-module
W where [q, q] denotes the commutator and the latter is equal to U(g)/U([q, q])⊗W by the tensor identity
([59, Prop. 6.5]). By [11, Lem. 4.1], we have V (U(g)/U([q, q]) ⊗W ) = V (U(g)/U([q, q])) = [q, q]⊥.
Thus V (MQ(ww0 · 0)) ⊂ [q, q]⊥. Moreover V (MQ(ww0 · 0)) ⊂ b⊥ since MQ(ww0 · 0) is a subquotient
of M(0). Hence V (MQ(ww0 · 0)) ⊂ b⊥ ∩ [q, q]⊥ = q⊥. □

Now we can prove a stronger version of Theorem 2.24. Remark that the statement “ww0 ·0 is a dominant
weight for mQ” is equivalent to the statement “w(h) is strictly Q-dominant for some (or every) regular
antidominant coweight h ∈ X∗(T )”.

Proposition 2.28. If L(ww0 · 0) ∈ Oq, then the subset Ch(L(ww0 · 0)) of ZB is contained in ZQ,B .

Proof. By [50, Prop. 9.3(e), §9.4], L(ww0 · 0) is a subquotient of MQ(ww0 · 0). By [49, Thm. 2.2.1(ii)],
we only need to prove the same result replacing L(ww0 · 0) by MQ(ww0 · 0). Now let MQ(ww0 · 0) be the
localization of MQ(ww0 · 0) on G/B ×G/B and MQ(ww0 · 0)′ be the corresponding D-module on G/B

which is the usual localization of MQ(ww0 · 0). Let q : Ñ = G ×B b⊥ → g∗ : (g, v) 7→ Ad(g)v be the
moment map. By [42, Prop. 8.1] and Lemma 2.27, q(Ch(MQ(ww0 · 0)′)) = q⊥. As in the proof of [18,
Prop. 2.4.4], we get Ch(MQ(ww0 ·0)) = G×B Ch(MQ(ww0 ·0)′) is contained in G×B q−1(q⊥). Under
the usual identification g∗ ≃ g given by the Killing form, q⊥ is identified with nQ. One can check under
the isomorphism [18, (2.15)], we have G×B q−1(nQ) = ZQ,B . Hence Ch(L(ww0 · 0)) ⊂ ZQ,B . □

Remark 2.29. We discuss here some possible generalization of some results of cycles on ZB in [7, §2.13,
§2.14] and [18, §2.4] for the generalized Steinberg varieties. There exists already a theory of localization
for singular blocks in characteristic 0 ([2]). However, the characteristic cycles on ZB can be produced via
K-theory by [7, Prop. 2.14.2] and [7, Prop. 2.13.5]. The K-theory of generalized Steinberg variety ZP is
well-behaved ([34]) and can produce Kazhdan-Lusztig cycles on ZP corresponding to elements in the Weyl
group by roughly pushing forward the cycles [M(ww0 · 0)] and [L(ww0 · 0)] on ZB via the map ZB → ZP

([34, Thm. 2.1]). We do not know for general ZP whether the similar formula as [XB,w] = [M(ww0 · 0)]
([18, Prop. 2.4.6]) of cycles on ZB , which was crucially used in [18] and proved in [7, Prop. 2.14.2], holds
in general for the cycles on ZP from the K-theory. It is mentioned in [7, Rem. 2.14.3] that the previous
formula for [XB,w] can be deduced by deformation arguments ([42, §6] or [23, §7.3]). To get a generalized
formula for [XP,w], it seems that Cohen-Macaulayness of XP,w would be needed, which is unknown to the
author for P ̸= B.

3. LOCAL MODELS FOR THE TRIANGULINE VARIETY

We apply the results of §2 to study local geometry of the trianguline variety at certain points, generalizing
the results in [18, §3].

We fix a finite extension K of Qp with a uniformizer ϖK . Let L be a finite extension of Qp that splits
K with residue field kL and set Σ = Hom(K,L).

3.1. Almost de Rham trianguline (φ,ΓK)-modules. We recall some basic notions for the deformation
theory of trianguline (φ,ΓK)-modules. For details and notation, see [18, §3].

Let RepBdR
(GK) (resp. RepB+

dR
(GK)) be the category of BdR-representations (resp. B+

dR-representations)

of GK (free of finite rank, continuous for the natural topology and semi-linear). We have rings B+
pdR =

B+
dR[log(t)] and BpdR = BdR[log(t)] with the actions of GK satisfying that g(log(t)) = log(t)+ log(ϵ(g))

and BpdR admits a BdR-derivative νpdR such that νpdR(log(t)) = −1 which preserves B+
pdR.

If W is a BdR-representation of GK , then DpdR(W ) := (BpdR ⊗BdR
W )

GK is a finite-dimensional
K-vector space of dimension no more than dimBdR

W with a linear nilpotent endomorphism νW . In other
words, DpdR(W ) is a K-representation of the additive algebraic group Ga. The BdR-representation W
is called almost de Rham if dimK DpdR(W ) = dimBdR

W . A B+
dR-representation W+ is called almost

de Rham if the BdR-representation W = W+[ 1t ] is almost de Rham. The B+
dR-lattices which are stable
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under GK in an almost de Rham BdR-representation W are in bijection with filtrations of DpdR(W ) as K-
representations of Ga via W+ 7→ Fil•W+ (DpdR(W )) where FiliW+ (DpdR(W )) := (tiB+

pdR⊗B+
dR

W+)GK

for i ∈ Z ([18, Prop. 3.2.1]).
Let A ∈ CL be a local Artinian L-algebra with the maximal ideal mA. Let ReppdR,A(GK) be the

category of almost de Rham BdR-representations W of GK together with a morphism of Qp-algebras A→
EndRepBdR

(GK)(W ) such that W is finite free over BdR ⊗Qp A. Let RepA⊗QpK
(Ga) be the category of

pairs (VA, νA) where νA is a nilpotent endomorphism of a finite free A ⊗Qp
K-module VA. The functor

DpdR induces an equivalence of categories between ReppdR,A(GK) and RepA⊗QpK
(Ga) ([18, Lemma.

3.1.4]).
We have the Robba ring RA,K of K with A-coefficients (cf. [54, Def. 6.2.1]). A (φ,ΓK)-moduleMA

over RA,K [ 1t ] is defined to be a finite free RA,K [ 1t ]-module equipped with commuting semilinear actions
of φ and ΓK such thatMA admits a (φ,ΓK)-stable RK-lattice DA which is a (φ,ΓK)-module over RK

with the actions of φ and ΓK given by those of MA. Denote by ΦΓ+
A,K (resp. ΦΓA,K) the category of

(φ,ΓK)-modules overRA,K (resp. overRA,K [ 1t ]).
A rank one (φ,ΓK)-module MA over RA,K [ 1t ] is called of character type if MA is isomorphic to

RA,K(δA)[
1
t ] for some continuous character δA : K× → A× ([54, Cons. 6.2.4]). A (φ,ΓK)-moduleMA

over RA,K [ 1t ] of rank n is called trianguline if there exists an increasing filtrationMA,• : {0} =MA,0 ⊂
MA,1 ⊂ · · · ⊂ MA,n =MA of (φ,ΓK)-modules over RA,K [ 1t ] such thatMA,i/MA,i−1 is a (φ,ΓK)-
module overRA,K [ 1t ] of character type for every 1 ≤ i ≤ n and the filtrationMA,• is called a triangulation
ofMA. Moreover, ifMA,i/MA,i−1 ≃ RA,K(δA,i)[

1
t ] for some characters δA,i : K

× → A×, 1 ≤ i ≤ n,
then we say δA = (δA,1, · · · , δA,n) is a parameter ofMA.

We have an exact functor W+
dR(−) (resp. WdR(−)) from ΦΓ+

A,K (resp. ΦΓA,K) to RepB+
dR,A(GK)

(resp. RepBdR,A(GK)) ([4] and [18, Lem. 3.3.5]). If MA ∈ ΦΓA,K is trianguline with a parame-
ter (δA,i)i=1,··· ,n and if the characters δA,i := δA,i mod mA, 1 ≤ i ≤ n are locally algebraic, then
WdR(MA) ∈ ReppdR,A(GK) and is a successive extension of rank one de Rham BdR-representations of
GK ([18, Lem. 3.3.6]).

3.2. Groupoids. We recall the definitions of some groupoids over CL defined in [18, §3].
Let D be a fixed (φ,ΓK)-module over RL,K of rank n. LetM = D[ 1t ]. We assume there exists and

fix a triangulationM• ofM of parameter δ = (δ1, · · · , δn). We assume that δi is locally algebraic for any
i = 1, · · · , n.

We let T n
0 be the subset of T n

L that is the complement of characters (δ1, · · · , δn) where δi/δj or ϵδi/δj
is algebraic for some i ̸= j. Let T0 be the subset of TL which is the complement of the set of all L-points
corresponding to characters of the form zk or ϵzk for some k ∈ ZΣ. Remark that T n

0 ̸= (T0)n.
We assume that the parameter δ ofM (which we have assumed to be locally algebraic) lies in T n

0 (L).
Let W+ = W+

dR(D) ∈ RepB+
dR,L(GK),W := WdR(M) ∈ RepBdR,L(GK). Then W ∈ ReppdR,L(GK)

and W is filtered in ReppdR,L(GK) with a filtration F• : F1 = WdR(M1) ⊂ · · · ⊂ Fn = WdR(Mn). We
fix an isomorphism α : (L⊗Qp K)n

∼→ DpdR(W ).
The groupoid XW over CL consists of triples (A,WA, ιA) where A ∈ CL, WA ∈ ReppdR,A(GK) and

ιA : WA ⊗A L
∼→ W . A morphism (A,WA, ιA) → (B,WB , ιB) in XW is a morphism A → B in

CL and an isomorphism WA ⊗A B
∼→ WB compatible with ιA and ιB . The groupoid X□

W consists of
(A,WA, ιA, αA) where (A,WA, ιA) ∈ XW and αA : (A ⊗Qp K)n

∼→ DpdR(WA) such that αA modulo
mA coincides with α. Similarly we have XW+ , X□

W+ by replacing W,WA with W+,W+
A . We have a

forgetful morphism X□
W → XW .

The groupoid XW,F• over CL consists of (A,WA,FA,•, ιA) where (A,WA, ιA) ∈ XW and FA.• =
(FA.i)i=1,··· ,n is a filtration of WA in RepBdR,A(GK) such thatFA,i/FA,i−1 for i = 2, · · · , n andFA,1 are
A⊗Qp

BdR-modules free of rank one and ιA induces FA,•⊗AL
∼→ F•. We let X□

W,F•
= XW,F•×XW

X□
W

where the morphism XW,F• → XW is the obvious one.
The groupoid XM,M• over CL consists of trianguline (φ,ΓK)-modules MA over RA,K [ 1t ] for some

A ∈ CL with a triangulationMA,• ofMA and an isomorphism jA :MA⊗AL
∼→M which is compatible

with the filtrations.
The functor WdR(−) induces a morphism XM,M• → XW,F• . By our generic assumption on δ, the

morphism is formally smooth by [18, Cor. 3.5.6] and is relatively representable ([18, Lem. 3.5.3]).
Let XD (resp. XM) be the groupoid over CL of deformations of D (resp. M). Then essentially due to

Berger’s equivalence of B-pairs and (φ,ΓK)-modules ([4]), the morphism induced by inverting t and the
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functors WdR(−),W+
dR(−)

XD → XM ×XW
XW+

is an equivalence of groupoids over CL ([18, Prop. 3.5.1]).
Let XD,M• = XD ×XM XM,M• , X□

D = XD ×XW
X□

W and X□
D,M•

= XD,M• ×XW
X□

W . We
let XW+,F• = XW+ ×XW

XW,F• and X□
W+,F•

= WW+,F• ×XW
X□

W . Then W+
dR and WdR induce

morphisms

XD,M• → XW+,F•

X□
D,M•

→ X□
W+,F•

which are formally smooth and relatively representable (as the base changes of XM,M• → XW,F• up to
equivalence [18, Cor. 3.5.4]).

3.3. Representability. We start with some slight generalization of some results in [18, §3.2] for cases of
possibly non-regular Hodge-Tate weights.

We keep the notation in §3.2. If A ∈ CL, WA ∈ ReppdR,A(GK) and W+
A is a B+

dR⊗Qp A-lattice of WA,
set

DpdR,τ (WA) := DpdR(WA)⊗A⊗QpK,1⊗τ A,

Fil•
W+

A
(DpdR,τ (WA)) := Fil•

W+
A
(DpdR(WA))⊗A⊗QpK,1⊗τ A,

griFil•
W

+
A

(DpdR,τ (WA)) := Fili
W+

A
(DpdR,τ (WA)) /Fil

i+1

W+
A

(DpdR,τ (WA))

for i ∈ Z, τ ∈ Σ.
Assume that for τ ∈ Σ, the integers i such that griFil•

W+
(DpdR,τ (W )) ̸= 0 are

−kτ,1 > · · · > −kτ,sτ
for some positive integer sτ and we set mτ,i = dimLgr

−kτ,i

Fil•
W+

(DpdR,τ (W )) for 1 ≤ i ≤ sτ . Then mτ,1 +

· · · + mτ,sτ = n for each τ ∈ Σ. We get (partial) flags DpdR,τ (W ) = Fil
−kτ,sτ

W+ (DpdR,τ (W )) ⊋ · · · ⊋
Fil

−kτ,1

W+ (DpdR,τ (W )) ⊋ {0} inside DpdR,τ (W ) for τ ∈ Σ.
We set

G := ResK/Qp
(GLn/K)×Qp

L =
∏
τ∈Σ

GLn/L.

Then G acts on DpdR(W ) =
∏

τ∈Σ DpdR,τ (W ) via α : (L ⊗Qp
K)n

∼→ DpdR(W ). We let P be the
stabilizer of the filtration Fil•W+ (DpdR(W )). Then P =

∏
τ∈Σ Pτ , where Pτ is the parabolic subgroup of

GLn/L which stabilizes the (partial) flag Fil
−kτ,•
W+ (DpdR,τ (W )) via α.

Recall we have the variety g̃P =
{
(ν, gP ) ∈ g×G/P | Ad(g−1)ν ∈ p

}
. For any A ∈ CL, A-points

of the (partial) flag variety G/P =
∏

τ∈Σ GLn/L/Pτ correspond to (partial) flags An = Filτ,sτ ⊋ · · · ⊋
Filτ,1 ⊋ Filτ,0 = {0}where for each i = 1, · · · , sτ , Filτ,i/Filτ,i−1 is a free A-module of rank mτ,i. An A-
point of g̃P then corresponds to a (partial) flag (Filτ,i)τ∈Σ,1≤i≤sτ and a linear operator νA =

∏
τ∈Σ νA,τ ∈∏

τ∈Σ EndA(A
n) which preserves the filtration. We thus have a point

xW+ :=

(
α−1

((
Fil

−kτ,•
W+ (DpdR,τ (W ))

)
τ∈Σ

)
, NW := α−1 ◦ νW ◦ α

)
∈ g̃P (L)

where νW is the nilpotent operator acting on DpdR(W ). Given
(
A,W+

A , ιA, αA

)
∈ X□

W+ , the A ⊗Qp
K-

module DpdR(WA) is equipped with a filtration Fil•
W+

A
(DpdR(WA)) together with an A ⊗Qp K-linear

nilpotent operator νWA
which preserves the filtration. Via the isomorphism αA, these datum give rise to an

A-point (
α−1
A

((
Fil

−kτ,•

W+
A

(DpdR,τ (WA))
)
τ∈Σ

)
, NWA

:= α−1
A ◦ νWA

◦ αA

)
of g̃P as in the proof of the following proposition.

Proposition 3.1. The groupoid X□
W+ is pro-representable and the functor(

A,W+
A , ιA, αA

)
7→
(
α−1
A

((
Fil

−kτ,•

W+
A

(DpdR,τ (WA))
)
τ∈Σ

)
, NWA

)
induces an isomorphism of functors between |X□

W+ | and ̂̃gP , the completion of g̃P at xW+ .
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Proof. The proof is essentially the same as [18, Thm. 3.2.5]. For any A ∈ CL, by [18, Lem. 3.2.2], the
functor W+

A →
(
DpdR(WA),Fil

•
W+

A
(DpdR(WA)), νWA

)
induces an equivalence between the category of

almost de Rham A⊗Qp
B+

dR-representations of GK and the category of filtered A⊗Qp
K-representations of

Ga (the definition before [18, Lem. 3.2.2] should be that the graded pieces are projective A⊗QpK-modules,
see discussions below). If

(
A,W+

A , ιA, αA

)
∈ X□

W+ , by the proof of loc. cit., ⊕i∈Zgr
i
Fil•

W
+
A

(DpdR(WA))

is projective over A ⊗Qp
K (which is equivalent to the condition that W+

A is free over A ⊗Qp
B+

dR) and
moreover for any finite A-module M , there is an isomorphism

M ⊗A griFil•
W

+
A

(DpdR(WA)) ≃ griFil•
M⊗AW

+
A

(DpdR(M ⊗A WA))

for each i ∈ Z. We have decompositions DpdR(WA) = ⊕τ∈ΣDpdR,τ (WA),Fil
i
W+

A
(DpdR(WA)) =

⊕τ∈ΣFil
i
W+

A
(DpdR,τ (WA)) and griFil•

W
+
A

(DpdR(WA)) = ⊕τ∈Σgr
i
Fil•

W
+
A

(DpdR,τ (WA)) for i ∈ Z. Then

griFil•
W

+
A

(DpdR,τ (WA)) is free over A for each τ ∈ Σ and i ∈ Z since A is local. And we have ([18, Cor.

3.2.3])
griFil•

W
+
A

(DpdR,τ (WA))⊗A L ≃ griFil•
W+

(DpdR,τ (W )).

Thus griFil•
W

+
A

(DpdR,τ (WA)) ̸= 0 if and only if i ∈ {−kτ,1, · · · ,−kτ,sτ } and gr
−kτ,i

Fil•
W

+
A

(DpdR,τ (WA)) is

free of rank mτ,i for i = 1, · · · , sτ . The datum((
Fil

−kτ,•

W+
A

(DpdR,τ (WA))
)
τ∈Σ

, νWA

)
together with αA, ιA up to isomorphisms is then equivalent to a morphism Spec(A)→ g̃P whose image is
in the infinitesimal neighbourhood of the L-point xW+ of g̃P . □

Recall that from the split group G, the parabolic subgroup P and a fixed Borel subgroup B = TU
contained in P , we have defined a scheme XP = g̃×g g̃P in §2.1 whose irreducible components are XP,w

for w ∈ W/WP where W denotes the Weyl group of G. We may assume that B is the group of upper-
triangular matrices and T is the diagonal torus in G =

∏
τ∈Σ GLn/L. Let x be the L-point of the scheme

XP corresponding to (
α−1 (DpdR (F•)) , α

−1 (Fil•W+(DpdR(W ))) , NW

)
and let X̂P,x = Spf(ÔXP ,x) be the completion of XP at x. The groupoid X□

W,F•
is pro-represented by the

completion ̂̃g of g̃ at the point (α−1(DpdR(F•)), NW ) ∈ g̃(L) ([18, Cor. 3.1.9]). Then by the same proof
as for Proposition 3.1 and [18, Cor. 3.1.9, Cor. 3.5.8], we have the following generalization of [18, Cor.
3.5.8].

Proposition 3.2. (1) The groupoid X□
W+,F•

is pro-representable and the functor |X□
W+,F•

| is pro-represented

by Spf(ÔXP ,x).
(2) The groupoid X□

D,M•
is pro-representable and the functor |X□

D,M•
| is pro-represented by a formal

scheme which is formally smooth of relative dimension [K : Qp]
n(n+1)

2 over X̂P,x.

The scheme Spec(ÔXP ,x) is equidimensional of dimension dim g = [K : Qp]n
2 with irreducible

components Spec(ÔXP,w,x) for w ∈ W/WP such that x ∈ XP,w(L) (Corollary 2.14). Let X̂P,w,x =

Spf(ÔXP,w,x) for w ∈W/WP such that x ∈ XP,w.
For any w ∈ W/WP , we define X□,w

W+,F•
= X□

W+,F•
×|X□

W+,F•
| X̂P,w,x and let Xw

W+,F•
be the sub-

groupoid of XW+,F• which is the image of X□,w
W+,F•

under the forgetful map X□
W+,F•

→ XW+,F• . Let

Xw
D,M•

= XD,M•×XW+,F•
Xw

W+,F•
and X□,w

D,M•
= X□

D,M•
×X□

W+,F•
X□,w

W+,F•
. Literally the same proof

of [18, Cor. 3.5.11] except that now we do not have the normalness result (but still have the irreducibility
of Spec(ÔXP,w,x) by Theorem 2.12) shows that

Corollary 3.3. For any w ∈W/WP such that x ∈ XP,w(L), the functor |X□,w
D,M•

| is pro-represented by a

complete Noetherian local domain of residue field L and dimension [K : Qp](n
2+ n(n+1)

2 ) and is formally
smooth over X̂P,w,x.
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3.4. The weight map. We keep the notation in 3.3. We view the parameter δ ofM as an L-point of the
rigid analytic space T n

L . The completion of T n
L at the point δ denoted by T̂ n

δ pro-represents the functor from
CL to deformations of the continuous character δ : (K×)n → L×. Given an object (A,MA,MA,•, jA) ∈
XM,M• , there exists a unique parameter δA ∈ T n

L (A) ofMA such that δA,i ⊗A L = δi for i = 1, · · · , n
by [18, Lem. 3.3.4], which defines a morphism ωδ : XM,M• → T̂ n

δ of groupoids over CL. Recall that t is

the Lie algebra of T . Let t̂ be the completion of t at 0 ∈ t. Composing the morphism wt−wt(δ) : T̂ n
δ → t̂

(cf. [18, (3.16)]), we get a morphism (wt− wt(δ)) ◦ ωδ : XM,M• → t̂ of groupoids over CL.
The map κ = κB : g̃→ t (§2.4) induces a map ̂̃g→ t̂ by completion (since NW is nilpotent). The map

κW,F• : X□
W,F•

→ |X□
W,F•

| ≃ ̂̃g → t̂ factors through a map XW,F• → t̂ which is also denoted by κW,F• .

The composition XM,M•

WdR(−)→ XW,F•

κW,F•→ t̂ coincides with the morphism (wt − wt(δ)) ◦ ωδ ([18,
Cor. 3.3.9]). Thus there is a morphism of groupoids over CL

XM,M• → T̂ n
δ ×t̂ XW,F•

which is formally smooth by [18, Thm. 3.4.4].

3.5. The trianguline variety. We now prove our main results on the local models for the trianguline
variety.

We fix a continuous representation r : GK → GLn(kL) of GK . Let Rr be the usual framed Galois
deformation ring of r which is a complete Noetherian local ring over OL with residue field kL and let Xr

be the rigid analytic space over L associated with Spf(Rr) (the rigid generic fiber in the sense of Berthelot,
cf. [27, §7]). Let T n

reg be the Zariski open subset of T n
L which consists of points δ = (δ1, · · · , δn) such

that δi/δj ̸= z−k, ϵzk for all i ̸= j and k ∈ ZΣ
≥0. The trianguline variety Xtri(r) defined to be the Zariski

closure in Xr × T n
L of the subset Utri(r) =

{
(r, δ) ∈ Xr × T n

reg | r is trianguline of parameter δ
} 2 is a

reduced rigid space over L, equidimensional of dimension n2 + n(n+1)
2 [K : Qp] with a Zariski open dense

smooth subset Utri(r) ([17, Thm. 2.6]).
Assume that x = (r, δ) ∈ Xtri(r) ⊂ Xr × T n

L is an L-point, then r is trianguline of some parameter
δ′ = (δ′i)1≤i≤n such that δ−1

i δ′i is an algebraic character of K× for all i after possibly enlarging the
coefficient field ([54, Thm. 6.3.13]). Let D = Drig(r) be the étale (φ,ΓK)-module over RL,K associated
with r andM = D[ 1t ]. We assume that δ ∈ T n

0 is locally algebraic, thenM is equipped with a unique
triangulation M• of parameter δ ([18, Prop. 3.7.1]) and thus we are in the situation of §3.2. We let
W+ = WdR(D),W = W+[ 1t ] and F• = WdR(M•) as before. Assume that the τ -Sen weights of r
are integers hτ,n ≥ · · · ≥ hτ,1 where each kτ,sτ > · · · > kτ,1 appears in the sequence (hτ,n, · · · , hτ,1)
with multiplicities mτ,sτ , · · · ,mτ,1 and mτ,sτ ,+ · · · + mτ,1 = n for τ ∈ Σ. The Hodge-Tate weights
(kτ,i)1≤i≤sτ ,τ∈Σ coincide with what we have defined in §3.3. We fix an isomorphism α : (L⊗Qp

K)n
∼→

DpdR(W ) and let P be the parabolic subgroup of G defined in §3.3 determined by Fil•W+ (DpdR(W )) and
α.

Let V be the representation of GK associated with r : GK → GLn(L) by forgetting the framing. Then
there are groupoids Xr (resp. XV ) over CL parameterizing liftings of r (resp. deformations of V ) ([18,
§3.6]). The functor Drig induces an equivalence XV

∼→ XD and there is an isomorphism of formal schemes
Xr ≃ X̂r,r where X̂r,r is the completion of Xr at the point r ([58, Lem. 2.3.3, Prop. 2.3.5]). Let X̂tri(r)x
be the completion of the trianguline variety at the point x. Then we get a morphism X̂tri(r)x → X̂r,r ≃ Xr

by projection.
Let Xr,M• := Xr ×XV

×XD ×XD
XD,M• where the map Xr → XV is forgetting the framing. Recall

that the natural map XM,M• → XM as well as its base change Xr,M• → Xr is a closed immersion since
we have assumed δ ∈ T n

0 ([18, Prop. 3.4.6]).

Proposition 3.4. The morphism X̂tri(r)x → Xr factors through a closed immersion X̂tri(r)x → Xr,M• .

Proof. This is [18, Prop. 3.7.2] (based on [54, Cor. 6.3.10]) and [18, Prop. 3.7.3]. The original proof for
[18, Prop. 3.7.2] is not complete and we write a proof here. The argument will be needed for Theorem 4.4.

Pick an affinoid neighbourhood U of x in Xtri(r). Let DU be the (φ,ΓK)-module overRU,K associated
with the universal Galois representation of GK pulled back from Xr (cf. [54, Thm. 2.2.17]). By [54, Cor.

2Here a representation r : GK → GLn(L′) for some finite extension L′/Qp is said to be trianguline of character δ means
that the (φ,ΓK)-module Drig(r) over RL′,K admits a filtration of sub-(φ,ΓK)-modules whose graded pieces are isomorphic to
RL′,K(δ1), · · · ,RL′,K(δn).
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6.3.10], there is a birational proper morphism f : Ũ → U , a filtration of sub-(φ,ΓK)-modules DŨ,• over
RŨ,K of DŨ := f∗DU and invertible sheaves (Li)i=1,··· ,n such that DŨ,0 = 0, DŨ,n = DŨ and there are
inclusions DŨ,i/DŨ,i−1 ↪→ RŨ,K(δŨ,i) ⊗OŨ

Li the cokernels of which are killed by t for i = 1, · · · , n
where the characters δŨ is the pullback of the character on T n

L via Ũ → U ⊂ Xtri(r)→ T n
L .

Let Rr be the completion of Rr[
1
p ] at the maximal ideal corresponding to r so that X̂r,r ≃ Spf(Rr)

and let Rr,M• be the quotient of Rr such that Rr,M• pro-represents Xr,M• . Take an arbitrary point
x′ ∈ f−1(x). We firstly prove that the map Rr → ÔU,x → ÔŨ,x′ induced by Ũ → U ⊂ Xtri(r) → Xr

factors through the quotient Rr,M• . Take A a local Artin L-algebra with residue field k(x′) (A is a k(x′)-
algebra, [67, Tag 0323]) with a composite x = Sp(k(x′)) → Sp(A) → V where x → Sp(A) corresponds
to the reduction map A → k(x′). Then the pullback along the map Sp(A) → Ũ of DŨ,•[

1
t ] gives a

triangulationMA,• of DA[
1
t ] = Drig(rA)[

1
t ] of parameter δA = δŨ ⊗OŨ

A where rA is the pullback of
the universal Galois representation to A via the map Rr → ÔŨ,x′ → A. Remark that the triangulation
MA,• ⊗A k(x′) ofMA ⊗A k(x′) coincides withM• ⊗L k(x′) whereM• is the unique triangulation on
M = Drig (r) [

1
t ] of parameter δ obtained by Lemma [18, Prop. 3.7.1] (and by [54, Thm. 4.4.3] and [18,

Lem. 3.4.3]). Let Ã := A ×k(x′) L ∈ CL be the subring of A consisting of elements whose reduction
modulo the maximal ideal mA of A lie in L (cf. [67, Tag 08KG]). By writing out some L-bases of Ã and A,
we see that the preimage of RL,K [ 1t ] ⊂ Rk(x′),K [ 1t ] under the map RA,K [ 1t ] → Rk(x′),K [ 1t ] is RÃ,K [ 1t ].
As the reduction of rA is r ⊗L k(x′) (resp. the reduction of δA,i : δA ⊗A k(x′) is δi ⊗L k(x′)), rA (resp.
δA,i) can be defined over Ã and we denote the model by rÃ (resp. δÃ,i) whose reduction modulo mÃ is r
(resp. δi). Then Drig (rA) [

1
t ] = Drig(rÃ)[

1
t ]⊗Ã A.

We need to show that the triangulationMA,• also has a modelMÃ,• overRÃ,K . We extend the injection

M1 = RL,K(δ1)[
1

t
] ↪→ Drig (r) [

1

t
]

to an isomorphism ⊕n
i=1RL,K [ 1t ]ēi

∼→ Drig (r) [
1
t ] of RL,K [ 1t ]-modules where ē1 is the image of a gen-

erator of the rank one free module RL,K(δ1)[
1
t ]. Since the reduction of the injection RA,K(δA,1)[

1
t ] ↪→

Drig (rA) [
1
t ] is identified via pull back withRL,K(δ1)[

1
t ]⊗L k(x′) ↪→ Drig (r) [

1
t ]⊗L k(x′), we can pick

a lift e1 ∈ Drig (rA) [
1
t ] of ē1 ⊗L 1 generating the image of the first injection. We can extend the injection

to an isomorphism RA,K [ 1t ]
n ≃ Drig (rA) [

1
t ] of RA,K [ 1t ]-modules and we may assume, after chang-

ing basis given by a matrix in GLn−1(RA,K [ 1t ]), the reduction of the extended basis e2, · · · , en is equal to
ē2⊗L1, · · · , ēn⊗L1 since we have a surjection GLn−1

(
RA,K [ 1t ]

)
↠ GLn−1

(
Rk(x′),K [ 1t ]

)
. We also take

a basis ẽ1, · · · , ẽn of Drig(rÃ)[
1
t ] such that the reduction modulo mÃ of ẽ1, · · · , ẽn is equal to e1, · · · , en.

The translation matrix M between the basis ẽ1 ⊗Ã 1, · · · , ẽn ⊗Ã 1 and e1, · · · , en of Drig (rA) [
1
t ] has

trivial reduction modulo mA. In particular, M ∈ GLn(RÃ,K [ 1t ]). This means that we can choose ẽi such
that ei = ẽi⊗Ã 1. Then we see the element ẽ1 defines an injectionRÃ,K(δÃ,1)[

1
t ] ↪→ Drig(rÃ)[

1
t ] with the

quotient a (φ,ΓK)-module over RÃ,K [ 1t ]. Applying the same argument on the quotient and by induction,
we see that Drig(rÃ)[

1
t ] admits a filtrationMÃ,• such thatMÃ,• ⊗Ã A =MA,• andMÃ,• ⊗Ã L =M•.

Let ÕŨ,x′ be the subring ÔŨ,x′ ×k(x′) L of ÔŨ,x′ . The composite map Rr → ÔU,x → ÔŨ,x′ → A factors

through Rr → ÕŨ,x′ → Ã which gives rise the deformation rÃ of r, i.e. an object (Ã, rÃ) ∈ Xr. The
discussion above shows that rÃ admits a triangulationMÃ,• on Drig(rÃ)[

1
t ] whose reduction modulo mÃ

isM• and defines an object in Xr,M• . Hence the morphism Rr → Ã, as well as Rr → Ã → A, factors
through Rr,M• . This implies that the morphism Rr → ÔŨ,x′ factors through the quotient Rr,M• .

We now prove that the map Rr → ÔU,x also factors though Rr,M• . Otherwise assume there exists a
non-zero element a in the kernel of Rr → Rr,M• such that the image of a in ÔU,x is not zero. As the

morphism f : Ũ → U is proper and surjective, there is the Stein decomposition f : Ũ
f ′

→ Z
g→ U such that

g is a finite surjective morphism, f ′ is a surjective proper morphism andOZ
∼→ f ′

∗OŨ ([13, Prop. 9.6.3/5]).
Then if we write U = Sp(A), Z = Sp(B), the map A → B induced by g is a finite injection (since U
is reduced and g is a surjection). Let m be the maximal ideal of A corresponding to the point x and let
n1, · · · , nm be the maximal ideals of B above m. Then there is an injection Âm ↪→ B ⊗A Âm ≃ ⊕m

i=1B̂ni

([67, Tag 07N9]) where Âm (resp. B̂ni
) denotes the completion of A (resp. B) with respect to the ideal

m (resp. ni). Since the image of a in Âm is not zero, the image of a in one of B̂ni
is not zero, which we

https://stacks.math.columbia.edu/tag/0323
https://stacks.math.columbia.edu/tag/08KG
https://stacks.math.columbia.edu/tag/07N9
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may assume to be B̂n1
. Let z be the point on Z corresponding to n1. By the theorem on formal functions

([13, Thm. 9.6.3/2]), (f ′
∗OŨ )

∧
z

∼→ lim←−s
(OŨ/n

s
1)(Ũ). Hence B̂n1

∼→ lim←−s
(OŨ/n

s
1)(Ũ). Thus the image of

a in (OŨ/n
s
1)(Ũ) is not zero for some s. It turns out that there exists x′ ∈ (f ′)−1(z) such that the image

of a in OŨ,x′/n
s
1 is not zero ([13, Cor. 9.4.2/7] and [13, Prop. 9.5.3/1(iii)]) and hence the image of a in

Ĉn1
:= lim←−s

OŨ,x′/n
s
1 is not zero where C := OŨ,x′ . The completion of Ĉn1

with respect to the maximal

ideal mx′Ĉn1 is then equal to ([1, Prop. 10.12, 10.13] and thatOŨ,x′/m
s
x′OŨ,x′ is n1-adically complete for

any s)
lim←−
s

Ĉn1/m
s
x′Ĉn1 = lim←−

s

C/ms
x′C = lim←−

s

OŨ,x′/m
s
x′OŨ,x′ = ÔŨ,x′ .

Hence the morphism Ĉn1
→ ÔŨ,x′ is the completion of the Noetherian local ring Ĉn1

([1, Thm. 10.26])
with respect to the maximal ideal, thus is injective ([1, Cor. 10.19]). We conclude that a is sent to a non-
zero element in ÔŨ,x′ . This contradicts that the morphism Rr → ÔŨ,x′ factors through the quotient Rr,M•

which we just proved! Thus we get the conclusion. □

We fix an isomorphism W ≃ (Sn)Σ by identifying n-tuples (aτ,1, · · · , aτ,n)τ∈Σ ∈ (Zn)Σ with the
diagonal matrix

∏
τ∈Σ diag(aτ,1, · · · , aτ,n) ∈ g. By [17, Prop. 2.9] (and the proof of [18, Lem. 3.7.6]),

the multisets of Sen weights of V are exactly the multisets {wtτ (δi) | i = 1, · · · , n} , τ ∈ Σ. Hence there
exists a unique w = (wτ )τ∈Σ ∈W/WP such that

(hτ,1, · · · , hτ,n) = w−1
τ (wtτ (δ1), · · · ,wtτ (δn)) =

(
wtτ (δwτ (1)), · · · ,wtτ (δwτ (n))

)
for any τ ∈ Σ. We denote by w ∈W/WP the element associated with the point x in this way.

Recall that there is a morphism (κ1, κ2) : XP → TP = t×t/W t/WP in §2.4 which induces a morphism
X□

D,M•
→ X□

W+,F•
→ |X□

W+,F•
| ∼→ X̂P,xpdR

→ T̂P,(0,0) where xpdR is the point in XP (L) associated
with the point x ∈ Xtri(r)(L) together with the fixed framing α as in Proposition 3.2. The morphism
X□

D,M•
→ T̂P,(0,0) factors through a morphism XD,M• → T̂P,(0,0) (see the end of [18, §3.5]). We let

Θx : X̂tri(r)x → T̂P,(0,0) be the composite map X̂tri(r)x ↪→ Xr,M• → XV,M• ≃ XD,M• → T̂P,(0,0).
Recall that there are closed formal subschemes T̂P,w′,(0,0) of T̂P,(0,0) for w′ ∈W/WP .

Proposition 3.5. The morphism Θx factors through T̂P,w,(0,0) ↪→ T̂P,(0,0).

Proof. Assume that xA : Spf(A) → X̂tri(r)x is an A-point for some A ∈ CL. Via the morphism

X̂tri(r)x → XD,M• → XW+,F• , the point xA is associated with a B+
dR ⊗Qp

A-representation W+
A of

GK , a full filtration FA,• of WA = W+
A [ 1t ] and a parameter δA = (δA,1, · · · , δA,n) of the associated

(φ,ΓK)-moduleMA over RA,K [ 1t ], which is a deformation of the datum (W+,F•, δ). We can choose a
framing αA : (A ⊗Qp

K)n
∼→ DpdR(WA) such that αA modulo mA coincides with α. Let xA,pdR be the

point(
α−1
A (DpdR(FA,•)) , α

−1
A

((
Fil

−kτ,•

W+
A

(DpdR,τ (WA))
)
τ∈Σ

)
, NWA

= α−1
A ◦ νWA

◦ αA

)
∈ X̂P,xpdR

(A)

corresponding to the element in XW+,F•(A) given by xA. Then Θx sends xA to

(κ1(xA,pdR), κ2(xA,pdR)) ∈ (t×t/W t/WP )(A)

whose reduction module mA is (0, 0) where κ1, κ2 are defined in §2.4.
Explicitly, κ1(xA,pdR) ∈ t(A) equals to

(3.1) (νWdR(RA,K(δA,1)[
1
t ])

, · · · , νWdR(RA,K(δA,n)[
1
t ])

) = (wt(δA,1)− wt(δ1), · · · ,wt(δA,n)− wt(δn))

by [18, Cor. 3.3.9] (κ1 and κW,F• in §3.4 are both defined using κB : g̃→ t).
For each τ ∈ Σ, i ∈ Z, we let grτ,i(νWA

) be the restriction of νWA
on griFil•

W
+
A

(DpdR,τ (WA)) (see §3.3

for notation). Then

κ2(xA,pdR) ∈ t/WP (A) =
∏
τ∈Σ

tτ/WPτ (A) =
∏
τ∈Σ

sτ∏
i=1

tτ,i/WMτ,i(A)

is (to simplify the notation we omit the identification αA)

(3.2)
(
γMτ,1

(
grτ,−kτ,1(νWA

)
)
, · · · , γMτ,sτ

(
grτ,−kτ,sτ (νWA

)
))

τ∈Σ
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where we decompose the Levi subalgebra mPτ
= ⊕sτ

i=1mτ,i of pτ , where pτ denotes the Lie algebra of Pτ ,
according to the projections to the graded pieces of the filtrations, Mτ,i is the subgroup associated with mτ,i,
tτ,i = tτ ∩ mτ,i and we identify every grτ,−kτ,i(νWA

) as an element in mτ,i. The map γMτ,i
: mτ,i(A) →

(tτ,i/WMτ,i)(A) defined in §2.4 is no more than sending a matrix to (the coefficients of) its characteristic
polynomial.

We need to prove that the Θx(xA) ∈ T̂P,w,(0,0)(A). By the definition of TP,w in §2.4, we only need to
verify the following equality

(3.3) κ2(xA,xpdR
) = w−1(κ1(xA,xpdR

))

in t/WP (A). The strategy is as in [18, Lem. 3.7.4]. We will compare two factorizations of the Sen
polynomial of W+

A /tW+
A . The first factorization (3.4) will be related to the Hodge filtrations and the

second one (3.5) will be given by the trianguline filtrations.
First, by [18, Lem. 3.7.5], the Sen polynomial of W+

A /tW+
A in

A⊗Qp
K[Y ] =

∏
τ∈Σ

(A⊗Qp
K)⊗A⊗QpK,1⊗τ A[Y ] =

∏
τ∈Σ

A[Y ]

is equal to ∏
i∈Z

det

(
Y Id + iId− gri(νWA

) | griFil•
W

+
A

(DpdR(WA))

)
(3.4)

=
∏
τ∈Σ

sτ∏
i=1

det

(
Y Id− kτ,iId− grτ,−kτ,i(νWA

) | gr−kτ,i

Fil•
W

+
A

(DpdR,τ (WA))

)
.

On the other hand, by [18, Lem. 3.7.6], the Sen polynomial is

n∏
i=1

(Y − wt(δA,i)) =
∏
τ∈Σ

n∏
i=1

(Y − wtτ (δi)− (wtτ (δA,i)− wtτ (δi))) .(3.5)

Comparing (3.4) and (3.5), we get an equality in A[Y ] of the τ -Sen polynomial of W+
A /tW+

A for each
τ ∈ Σ:

n∏
i=1

(Y − wtτ (δi)− (wtτ (δA,i)− wtτ (δi)))(3.6)

=

sτ∏
i=1

det

(
Y Id− kτ,iId− grτ,−kτ,i(νWA

) | gr−kτ,i

Fil•
W

+
A

(DpdR,τ (WA))

)
.

Modulo mA, the right hand side of (3.6) calculates the τ -Sen polynomial of W+/tW+ in L[Y ] in the usual
way using the Hodge-Tate weights:

sτ∏
i=1

det

(
Y Id− kτ,iId− grτ,−kτ,i(νWA

) | gr−kτ,i

Fil•
W

+
A

(DpdR,τ (WA))

)

≡
sτ∏
i=1

det
(
Y Id− kτ,iId− grτ,−kτ,i(νW ) | gr−kτ,i

Fil•
W+

(DpdR,τ (W ))
)

=

sτ∏
i=1

(Y − kτ,i)
mτ,i

where the last equality uses the fact that grτ,−kτ,i(νW ) ∈ mτ,i(L) is nilpotent (since νW is nilpotent).
Actually, for each i,

(3.7) det

(
Y Id− kτ,iId− grτ,−kτ,i(νWA

) | gr−kτ,i

Fil•
W

+
A

(DpdR,τ (WA))

)
≡ (Y − kτ,i)

mτ,i mod mA.

As we have assumed that kτ,i ̸= kτ,j if i ̸= j and each wtτ (δA,j) − wtτ (δj) is in mA, we get that
wtτ (δj) + (wtτ (δA,j) − wtτ (δj)) − kτ,i ∈ mA if and only if wtτ (δj) = kτ,i. Apply Lemma 3.6 below
(where we take ki = kτ,i,mi = mτ,i and ai,1, · · · , ai,mi

are those wtτ (δj) + (wtτ (δA,j)−wtτ (δj)) such
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that wtτ (δj) = kτ,i) for (3.6) and using (3.7), we get∏
wtτ (δj)=kτ,i

(Y − wtτ (δj)− (wtτ (δA,j)− wtτ (δj)))

=det

(
Y Id− kτ,iId− grτ,−kτ,i(νWA

) | gr−kτ,i

Fil•
W

+
A

(DpdR,τ (WA))

)
.

Replace Y with Y + kτ,i in the above identity, we get

(3.8)
∏

wtτ (δj)=kτ,i

(Y −(wtτ (δA,j)−wtτ (δj))) = det

(
Y Id− grτ,−kτ,i(νWA

) | gr−kτ,i

Fil•
W

+
A

(DpdR,τ (WA))

)
for any τ ∈ Σ, i = 1, · · · , sτ .

In the following, we verify that (3.8) above for all τ and i implies (and is equivalent to) the equality (3.3)
which we want to prove.

Fix an arbitrary lift w = (wτ )τ∈Σ in W with the same notation for w ∈ W/WP . The τ -part of
w−1(κ1(xA,xpdR

)) is (by (3.1))

w−1
τ (wt (δA,1)− wt(δ1), · · · ,wt(δA,n)− wt(δn))

=
(
wt(δA,wτ (1))− wt(δwτ (1)), · · · ,wt(δA,wτ (n))− wt(δwτ (n))

)
whose image in tτ/WPτ (A) = tτ,1/WMτ,1(A)×· · · tτ,sτ /WMτ,sτ

(A) is (we use characteristic polynomials
to denote the image of an element of tτ,i(A) in tτ,i/WMτ,i

(A))mτ,1∏
i=1

(
Y −

(
wtτ (δA,wτ (i))− wtτ (δwτ (i))

))
, · · · ,

n∏
i=n−mτ,sτ +1

(
Y −

(
wtτ (δA,wτ (i))− wtτ (δwτ (i))

)) .

Recall w is chosen so that(
wtτ (δwτ (1)), · · · ,wtτ (δwτ (n))

)
= (hτ,1, · · · , hτ,n) = (kτ,1, · · · , kτ,1︸ ︷︷ ︸

mτ,1

, · · · , kτ,sτ , · · · , kτ,sτ︸ ︷︷ ︸
mτ,sτ

)

for all τ ∈ Σ. Hence the τ -part of w−1(κ1(xA,xpdR
)) can be furthermore rewritten as ∏

wtτ (δj)=kτ,1

(Y − (wtτ (δA,j)− wtτ (δj))) , · · · ,
∏

wtτ (δj)=kτ,sτ

(Y − (wtτ (δA,j)− wtτ (δj)))

 .

Using (3.8), the above element is equal to(
det
(
Y Id− grτ,−kτ,1(νWA

)
)
, · · · ,det

(
Y Id− grτ,−kτ,sτ (νWA

)
))

=
(
γMτ,1

(
grτ,−kτ,1(νWA

)
)
, · · · , γMτ,sτ

(
grτ,−kτ,sτ (νWA

)
))

which is exactly the τ -part of κ2(xA,xpdR
) by (3.2). We conclude that

κ2(xA,xpdR
) = w−1(κ1(xA,xpdR

))

in t/WP (A). Thus the image of xA in T̂P,(0,0)(A) is in T̂P,w,(0,0)(A). Hence the morphism Θx factors
through T̂P,w,(0,0) ↪→ T̂P,(0,0). □

Lemma 3.6. Let k1, · · · , ks be pairwise different numbers in L. For each i = 1, · · · , s, assume that
ai,1, · · · , ai,mi

are elements in A ∈ CL such that ai,j − ki ∈ mA for any j = 1, · · · ,mi. For each
i = 1, · · · , s, let Pi(Y ) ∈ A[Y ] be a monic polynomial of degree mi such that Pi(Y ) ≡ (Y − ki)

mi

mod mA. Assume that
s∏

i=1

mi∏
j=1

(Y − ai,j) =

s∏
i=1

Pi(Y )

in A[Y ], then
∏mi

j=1(Y − ai,j) = Pi(Y ) for each i = 1, · · · , s.

Proof. Let F (Y ) =
∏s

i=1

∏mi

j=1(Y −ai,j). Take any t ∈ {1, · · · , s}. We have
∏s

i=1 Pi(at,1) = F (at,1) =

0. If i ̸= t, then Pi(at,1) ≡ (kt − ki)
mi mod mA is not in mA since ki ̸= kt. Hence Pi(at,1) ∈ A× if

i ̸= t. We get Pt(at,1) = 0 in A. Hence Pt(Y ) = (Y − at,1)P̃t(Y ) where P̃t(Y ) is a monic polynomial
and P̃t(Y ) ≡ (Y − kt)

mt−1 mod mA. Using the fact that if there is a monic polynomial G(Y ) ∈ A[Y ]
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such that G(Y ) = (Y − a)G1(Y ) = (Y − a)G2(Y ) for some a ∈ A and G1(Y ), G2(Y ) ∈ A[Y ], then
G1(Y ) = G2(Y ), we get∏

i̸=t

mi∏
j=1

(Y − ai,j)

 mt∏
h=2

(Y − at,h) =

∏
i ̸=t

Pi(Y )

 P̃t(Y ).

Repeat the argument we find Pt(Y ) = (Y − at,1) · · · (Y − at,mt
). □

For w′ ∈W/WP , we define Xw′

r,M•
= Xr,M•×XD,M•

Xw′

D,M•
. The functor |Xr,M• | is pro-represented

by a reduced equidimensional local ring Rr,M• of dimension n2 + [K : Qp]
n(n+1)

2 with minimal ideals
pw′ , w′ ∈ W/WP such that Rw′

r,M•
:= Rr,M•/pw′ pro-represents |Xw′

r,M•
| (cf. [18, Thm. 3.6.2 (i)(ii)],

using Proposition 3.2, Corollary 3.3).

Corollary 3.7. The closed immersion X̂tri(r)x ↪→ Xr,M• induces an isomorphism X̂tri(r)x
∼→ Xw

r,M•
.

Proof. The proof is the same with that of [18, Cor. 3.7.8] using Proposition 3.5. By [17, §2.2] and
discussions above, both Spec(ÔXtri(r),x) and Spec(Rr,M•) are reduced equidimensional of dimension
n2 + [K : Qp]

n(n+1)
2 , thus the image of Spec(ÔXtri(r),x) ↪→ Spec(Rr,M•) is a union of irreducible com-

ponents of Spec(Rr,M•) of the form Spec(Rw′

r,M•
) for some w′ ∈W/WP . For any such w′, the morphism

Spec(Rw′

r,M•
) ↪→ Spec(ÔXtri(r),x) induces a closed immersion Xw′

r,M•
↪→ X̂tri(r)x of formal schemes.

The morphism X̂tri(r)x ↪→ Xr,M• → T̂P,(0,0) factors through T̂P,w,(0,0) ↪→ T̂P,(0,0) by Proposition 3.5.
Hence Xw′

r,M•
→ T̂P,(0,0) factors through T̂P,w,(0,0) ↪→ T̂P,(0,0). We get that w′ = w in W/WP by Lemma

2.16 (cf. [18, Thm. 3.6.2 (iii)]). □

Define X□,w
V,M•

:= Xw
V,M•

×Xw
D,M•

X□,w
D,M•

, X□,w
r,M•

:= Xw
r,M•

×Xw
V,M•

X□,w
V,M•

. There are morphisms

(3.9) X̂tri(r)x
∼→ Xw

r,M•
← X□,w

r,M•
→ X□,w

V,M•
≃ X□,w

D,M•
→ X□,w

W+,F•
≃ X̂P,w,xpdR

where all morphisms are either isomorphisms or formally smooth and all groupoids are pro-representable.
Let wx ∈W/WP be the unique element such that xpdR ∈ VP,wx (see (2.1)).

Theorem 3.8. Let x = (r, δ) ∈ Xtri(r)(L) be a point such that δ is locally algebraic and both δi/δj and
ϵδi/δj are not algebraic for any i ̸= j. Then the trianguline variety Xtri(r) is irreducible at x and we have

formally smooth morphisms X̂tri(r)x ← |X
□,w
r,M•
| → X̂P,w,xpdR

of formal schemes. Moreover, wx ≤ w in
W/WP .

Proof. The first assertions follow from Corollary 3.7 and (3.9). We remain to prove wx ≤ w in W/WP .
Since Xw

r,M•
≃ X̂tri(r)x ̸= ∅, we get X̂P,w,xpdR

̸= ∅. Hence xpdR ∈ XP,w(L). Since XP,w ∩ VP,w′ ̸= ∅
only if w ≥ w′ by Lemma 2.7, we get w ≥ wx in W/WP . □

3.6. Partially de Rham cycles. We transport the results of cycles on the local models obtained in §2.5 to
the trianguline variety. We continue to assume that x = (r, δ) ∈ Xtri(r)(L) is the point fixed in §3.5. Then
we have a commutative diagram as in [18, §4.3]:

Xw
r,M• X□,w

r,M•
X̂P,w,xpdR

Xr,M• X□
r,M• X̂P,xpdR

Xr T̂ n
δ t̂

ωδ

wt − wt(δ)

κ1

where ωδ is the composite of the map ωδ defined in §3.4 for XM,M• with Xr,M → XM,M and all
horizontal arrows are formally smooth. It follows from the proof of [18, Prop. 3.7.2] that the composite
X̂tri(r)x → Xr,M•

wδ→ T̂ n
δ is the completion of the map ω′ : Xtri(r) ↪→ Xr × T n

L → T n
L at the points

x and δ (cf. [18, (3.30)]). Let Xtri(r)wt(δ) denote the fiber of the map wt ◦ ω′ : Xtri(r) → t̂ over
wt(δ). LetRr,M• ,Rw

r,M•
be the complete local rings that pro-represent the groupoids Xr,M• , X

w
r,M•

and

let R□
r,M•

,R□,w
r,M•

be the square versions. The above diagram of pro-representable groupoids corresponds
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to a diagram of spectra of complete local rings. Now take the fibers over 0 ∈ Spec(Ôt,0), we get the
corresponding morphisms

Spec(R
w

r,M•
) Spec(R

□,w

r,M•
) Spec(ÔXP,w,xpdR

)

Spec(Rr,M•) Spec(R
□
r,M•

) Spec(ÔXP ,xpdR
)

Spec(ÔXr,r)

where XP and XP,w are defined in the end of §2.5. We know from §2.5 that the set of irreducible compo-
nents of Spec(ÔXP ,xpdR

) is the disjoint union of the sets of irreducible components of Spec(ÔZP,w′ ,xpdR
)

for w′ ∈ W/WP such that xpdR ∈ ZP,w′ and that Spec(ÔXP ,xpdR
) is equidimensional. By pullback and

descent through formally smooth morphisms (cf. [67, Tag 06HL]), we get that Spec(Rr,M•) is equidi-
mensional and there is a bijection between the irreducible components of Spec(Rr,M•) and the irreducible
components of Spec(ÔXP ,xpdR

). For each w′ ∈W/WP , we let Zw′ denote the union of irreducible compo-

nents of Spec(Rr,M•) that correspond to irreducible components of Spec(ÔZP,w′ ,xpdR
). By base change,

we get that Spec(R
w

r,M•
) is a union of irreducible components of Spec(Rr,M•) according to the formula

(2.3).

Remark 3.9. In [18, §4.3], Zw′ is defined to be a formal sum of irreducible components (cycles). Here we
only consider Zw′ as a set-theoretic union of irreducible components or the underlying reduced subscheme
which suffices for our applications. We also do not consider the Kazhdan-Lusztig cycles on Spec(Rr,M•)
defined as [18, (4.7)]. See §2.6, especially Remark 2.29.

Take a standard parabolic subgroup Q =
∏

τ∈Σ Qτ of G =
∏

τ∈Σ GLn/L. Suppose that for each τ ∈ Σ,
the standard Levi subgroup MQτ consists of diagonal block matrices of the form GLqτ,1/L×· · ·×GLqτ,tτ /L

where qτ,1 + · · ·+ qτ,tτ = n. For i = 1, · · · , tτ , let q̃i = qτ,1 + · · ·+ qτ,i. Let q̃τ,0 = 0.

Definition 3.10. A pair (rA,MA,•) where rA is a continuous representation of GK of rank n over a finite-
dimensional local L-algebra A andMA,• is a triangulation of Drig(rA)[

1
t ] such that WdR

(
Drig(rA)[

1
t ]
)

is almost de Rham is said to be Qτ -de Rham if the nilpotent operator νA on DpdR,τ

(
WdR

(
Drig(rA)[

1
t ]
))

vanishes when restricted to the graded pieces

DpdR,τ

(
WdR(MA,q̃τ,i)

)
/DpdR,τ

(
WdR(MA,q̃τ,i−1

)
)
, i = 1, · · · , tτ

of the sub-filtration of the full filtration DpdR,τ (WdR(MA,•)). A such pair (rA,MA,•) is said to be Q-de
Rham if it is Qτ -de Rham for all τ ∈ Σ.

We have defined a closed subscheme ZQ,P of XP in §2.5. Moreover, there is a closed immersion
Spec(ÔZQ,P ,xpdR

) ↪→ Spec(ÔXP ,xpdR
) (we do not assume that Spec(ÔZQ,P ,xpdR

) is not empty). We de-

fine R□,Q
r,M•

:= R
□
r,M•
⊗ÔXP ,xpdR

ÔZQ,P ,xpdR
. Let |X□,Q

r,M•
| := Spf(R□,Q

r,M•
) and X□,Q

r,M•
:= X□

r,M•
×|X□

r,M• |

|X□,Q
r,M•
|. Let XQ

r,M•
be the image of the subgroupoid X□,Q

r,M•
⊂ X□

r,M•
in Xr,M• .

Lemma 3.11. (1) The full subgroupoid X□,Q
r,M•

of X□
r,M•

consists of objects

(A, rA,MA,•, jA, αA)

where A ∈ CL, rA lifts r and (Drig(rA)[
1
t ],MA,•, jA, αA) ∈ X□

M,M•
(A) such that jA is the

natural one and the pair (rA,MA,•) is Q-de Rham.
(2) The full subgroupoid XQ

r,M•
of Xr,M consists of objects (A, rA,MA,•, jA) ∈ Xr,M• such that

the pair (rA,MA,•) is Q-de Rham. The inclusion XQ
r,M•

↪→ Xr,M• is relatively representable

and is a closed immersion. Moreover, X□,Q
r,M•

= XQ
r,M•

×Xr,M•
X□

r,M•
.

Proof. (1) Recall αA : (A ⊗Qp
K)n

∼→ DpdR

(
WdR

(
Drig(rA)[

1
t ]
))

. Let (ν, g1B) ∈ ̂̃g(A) be the A-

point corresponding to
(
A,WdR

(
Drig(rA)[

1
t ]
)
,WdR(MA,•), ιA, αA

)
∈ X□

W,F•
via |X□

W,F•
| ≃ ̂̃g in [18,

Cor. 3.1.9] induced by DpdR. It follows from the definition that (rA,MA,•) is Q-de Rham if and only
if Ad(g−1

1 )ν ∈ nQ(A). Hence
(
W+

dR (Drig(rA)) ,WdR(MA,•), ιA, αA

)
∈ |X□

W+,F•
|(A) satisfies that

https://stacks.math.columbia.edu/tag/06HL


30 ZHIXIANG WU

(rA,MA,•) is Q-de Rham if and only if the corresponding object (ν, g1B, g2P ) ∈ X̂P,xpdR
(A) under the

isomorphism |X□
W+,F•

| ≃ X̂P,xpdR
in (1) of Proposition 3.2 satisfies Ad(g−1

1 )ν ∈ nQ(A), in other words,

if and only if (ν, g1B, g2P ) ∈ ẐQ,P,xpdR
(A). Hence by definition, |X□,Q

r,M•
| is the subfunctor of |X□

r,M•
|

sending A ∈ CL to the isomorphism classes of (rA,MA,•, jA, αA) such that (rA,MA,•) is Q-de Rham.
The description for X□,Q

r,M•
= X□

r,M•
×|X□

r,M• |
|X□,Q

r,M•
| follows from the definition of the fiber product (see

[58, (A.4)]).
(2) The condition for (A, rA,MA,•, jA, αA) ∈ X□

r,M•
that (rA,MA,•) is Q-de Rham in (1) is indepen-

dent of the framing αA. Hence X□,Q
r,M•

= XQ
r,M•

×Xr,M•
X□

r,M•
. The other statements for XQ

r,M•
are now

obvious. □

Hence |XQ
r,M•
| is pro-represented by a formal scheme Spf(RQ

r,M•
) with a formally smooth morphism

Spf(R□,Q
r,M•

) → Spf(RQ
r,M•

). There is a closed immersion Spec(RQ
r,M•

) ↪→ Spec(Rr,M•). By Theorem
2.24 and above discussions, Zw′ is contained in Spec(RQ

r,M•
) if and only if w′(h) is strictly Q-dominant

where h = (hτ,1, · · · , hτ,n)τ∈Σ is the Hodge-Tate-Sen weights of r in §3.5.

4. APPLICATIONS ON COMPANION POINTS

In this section, we prove our main theorem (Theorem 4.10) on the existence of certain companion points
on the eigenvariety as well as the appearance of related companion constituents in the space of p-adic
automorphic forms (Proposition 4.9).

4.1. Local companion points. We firstly generalize the result in [18, §4.2] on the existence of all local
companion points on the trianguline variety for generic crystalline representations. We continue to assume
that K is a finite extension of Qp and L/Qp is a sufficiently large coefficient field as in §3.

Let r : GK → GLn(L) be a crystalline representation of GK which is a deformation of r : GK →
GLn(kL) corresponding to an L-point on Xr. Let Dcris(r) be the associated φ-module of rank n over
L⊗Qp

K0 equipped with a filtration Fil•DdR(r) on DdR(r) = (L⊗Qp
K)⊗L⊗QpK0

Dcris(r). We assume
that the Hodge-Tate weights of r are h = (hτ,1, · · · , hτ,n)τ∈Σ where each kτ,sτ > · · · > kτ,1 appears
in the sequence hτ,n ≥ · · · ≥ hτ,1 with multiplicities mτ,sτ , · · · ,mτ,1 and mτ,sτ ,+ · · · + mτ,1 = n for
τ ∈ Σ. Let WP be the stabilizer subgroup of h under the action of W ≃ (Sn)Σ as in §3.3 or §3.5. We fix an
arbitrary embedding τ0 : K0 ↪→ L. After possibly enlarging L, we assume that the eigenvalues φ1, · · · , φn

of φ[K0:Qp] on L ⊗1⊗τ0,L⊗QpK0 Dcris(r) are all in L×. We say r is generic if the eigenvalues satisfy that
φiφ

−1
j /∈ {1, p[K0:Qp]} for all i ̸= j. This generic assumption is independent of the choice of τ0.

We assume that r is generic and fix an ordering φ := (φ1, · · · , φn) of the eigenvalues, which is called a
refinement of r, denoted byR. For any w ∈W/WP , denote by zw(h)unr(φ) the character(

zw(h)1unr(φ1), · · · , zw(h)nunr(φn)
)
∈ T n

L

of (K×)n which lies in T n
0 for any w ∈W/WP by our generic assumption on φ (recall that T n

0 is defined in
the beginning of §3.2). The ordering φ defines a filtration Fil•Dcris(r) on Dcris(r), which, under Berger’s
dictionary ([5]), corresponds to a triangulation Drig(r)• : Drig(r)1 ⊂ · · · ⊂ Drig(r)n of Drig(r) ∈ ΦΓ+

L,K

(cf. [16, §2.2]) such that

Drig(r)i/Drig(r)i−1 ≃ RL,K(zwR(h)iunr(φi)),

for all i = 1, · · · , n and certain wR ∈ W/WP determined by R. Moreover, the relative position of the
filtration Fil•Dcris(r)⊗K0

K and the Hodge filtration Fil•DdR(r) is parameterized by wR ∈W/WP (that
is, if we choose a basis of DdR(r), the L-point in G/B×G/P associated with the two filtrations lies in the
Schubert cell UP,wR defined in §2.1).

For w ∈ W/WP , let xw ∈ Xr × T n
L be the point corresponding to the pair (r, zw(h)unr(φ)). We let

x = xw0
be the dominant point and let wx = wR (to make the notation agree with [18, §4.2], the element

wx will coincide with the one in Theorem 3.8). Then xwx
∈ Utri(r) ⊂ Xtri(r) by the definition of Utri(r).

If xw ∈ Xtri(r), then xw satisfies the assumption in Theorem 3.8. Hence by Theorem 3.8, w ≥ wx in
W/WP . The converse is also true and the following theorem is a plain generalization of [18, Thm. 4.2.3]
which asserts that all expected local companion points of xw0 exist on the trianguline variety (cf. [18, Def.
4.2.1]). We repeat the proof here to introduce the notation that will be needed in the proof of Theorem 4.10.
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Theorem 4.1. The point xw ∈ Xr × T n
L is in Xtri(r) if and only if w ≥ wx in W/WP .

Moreover, the set of points x′ = (r, δ′) ∈ Xr × T n
L such that x′ is in Xtri(r) is equal to⋃

R=φ

{(r, zw(h)unr(φ)), w ≥ wR}

whereR runs over all possible refinements of r.

Proof. We need a variant of Kisin’s crystalline deformation space for irregular Hodge-Tate weights that is
embedded into the trianguline variety as in [16, §2.2].

Let Rh−cr
r be the framed crystalline deformation ring of p-adic Hodge type determined by the Hodge-

Tate weights h in the sense of [57] over OL (reduced and Zp-flat) and let Xh−cr
r be the rigid analytic

generic fiber of Spf(Rh−cr
r ). By [57, Thm. 3.3.8], Xh−cr

r is smooth, equidimensional of dimension
n2 +

∑
τ∈Σ

∑
1≤i<j≤sτ

mτ,imτ,j over L. The beginning part of [16, §2.2] produces mutatis mutandis

a rigid analytic space X̃h−cr
r = Xh−cr

r ×T rig
L /Sn

T rig
L where T rig

L is the rigid split torus over L of rank n,

Sn is the symmetric group so that the quotient T rig
L /Sn parameterizes characteristic polynomials of the

Frobenius on the Weil-Deligne representations associated with the crystalline deformations and X̃h−cr
r pa-

rameterizes pairs (r, (φ1, · · · , φn)) where r ∈ Xh−cr
r and (φ1, · · · , φn) is an ordering of the eigenvalues

of the Frobenius on the Weil-Deligne representation associated with r. The same proof of [16, Lem. 2.2]
shows that X̃h−cr

r is reduced.
Let Yh−cr

r → Xh−cr
r be the ResK0/Qp

(GLn/K0
)×Qp

L-torsor of the trivialization of the underlying
coherent sheaf of the universal filtered φ-modules over K0 ×Qp OXh−cr

r
on Xh−cr

r . Then sending a crys-
talline representation with a trivialization of Dcris to its crystalline Frobenius and Hodge filtration de-
fines a morphism f : Yh−cr

r →
(
(ResK0/Qp

(GLn/K0
)×Qp

L)×L G/P
)rig

which is smooth. In fact, by
[47, Prop. 8.17], Xh−cr

r is isomorphic to an open subspace D̃ad,adm,+
φ,µ (r) of D̃ad,adm

φ,µ where Dad
φ,µ is the

quotient stack of the adic space associated with (ResK0/Qp
(GLn/K0

) ×Qp
L) ×L G/P by the action of

ResK0/Qp
(GLn/K0

)×Qp
L, Dad,adm

φ,µ is an open subspace of Dad
φ,µ where there is a universal representa-

tion of GK on a vector bundle V on Dad,adm
φ,µ and D̃ad,adm

φ,µ is the stack over Dad,adm
φ,µ trivializing V . Then

the morphism f induces a smooth morphism:

f̃ : X̃h−cr
r ×Xh−cr

r
Yh−cr

r →
(
(ResK0/Qp

(GLn/K0
)×Qp

L)rig ×T rig
L /Sn

T rig
L

)
×L (G/P )rig,

where the map (ResK0/Qp
(GLn/K0

) ×Qp
L)rig → T rig

L /Sn is defined by [47, (9-1)]. The condition
φiφ

−1
j /∈ {1, p[K0,Qp]} for i ̸= j cuts out a Zariski open subspace

Dgen :=
(
(ResK0/Qp

(GLn,K0)×Qp L)rig ×T rig
L /Sn

T rig
L

)gen
×L (G/P )rig

in the target of f̃ and thus the inverse image of Dgen under f̃ , denoted by Z̃h−cr
r , is Zariski open dense in

X̃h−cr
r ×Xh−cr

r
Yh−cr

r (smooth morphisms are open). The subspace Z̃h−cr
r is invariant under the action of

ResK0/Qp
(GLn/K0

)×Qp
L (change of bases) and thus descends along X̃h−cr

r ×Xh−cr
r

Yh−cr
r → X̃h−cr

r to

a Zariski open dense subspace W̃h−cr
r of X̃h−cr

r .
For any φ-module D of rank n over A⊗Qp

K0 where A is an L-algebra, let

Dτ := D ⊗L⊗QpK0,id⊗τ L

for τ ∈ Hom(K0, L). Let σ be the Frobenius automorphism of K0. Then φ : Dτ0◦σi → Dτ0◦σi+1

where τ0 ◦ σf = τ0 ◦ σ0 = τ0. Given a basis e1, · · · , en of the A ⊗Qp
K0-module, equivalent bases

(ei⊗L⊗QpK0,id⊗τL)i=1,··· ,n of Dτ for each τ ∈ Hom(K0, L), the matrix of φ is given by M = (Mτ )τ∈Hom(K0,L) ∈
(ResK0/Qp

(GLn,K0
) ×Qp

L)(A) where Mτ is the matrix of the morphism φ : Dτ → Dτ◦σ under the
given bases. On Dgen, the condition that φi ̸= φj for i ̸= j allows to define a Zariski closed sub-
space T ⊂ Dgen cut out by the condition that Mτ = diag(aτ,1, · · · , aτ,n) are diagonal matrices where∏

τ∈Hom(K0,L) aτ,i = φi for all i = 1, · · · , n (this corresponds to the choices of bases e1, · · · , en of D

such that φ[K0:Qp]ei = φiei). It is easy to see that T is smooth over (G/P )rig. Let T̃h−cr
r := f̃−1(T ) be

the inverse image of T in X̃h−cr
r ×Xh−cr

r
Yh−cr

r . Then T̃h−cr
r → W̃h−cr

r is a (ResK0/Qp
(Gm) ⊗Qp L)n-

torsor corresponding to the trivialization of the φ-modules with the bases given by eigenvectors of φ[K0,Qp]

as above (such bases exist locally because the morphism φ[K0,Qp]−φi between projective modules has cok-
ernel and kernel of constant ranks over a reduced base). The map T̃h−cr

r → T → (G/P )rig is also smooth.
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For any w ∈ W/WP , descending along the map T̃h−cr
r → W̃h−cr

r for the inverse image in T̃h−cr
r of the

Bruhat cell (BwP/P )rig, where the inverse image is invariant under the action of (ResK0/Qp
(Gm)⊗Qp

L)n,

is a Zariski locally closed subset in W̃h−cr
r , denoted by W̃h−cr

r,w . Let W̃h−cr
r,w be the Zariski closure of W̃h−cr

r,w

in W̃h−cr
r . Then we have the usual closure relations W̃h−cr

r,w =
∐

w′≤w W̃h−cr
r,w′ by a similar argument as in

the proof of [18, Thm. 4.2.3] (using that smooth morphisms are open) and descent.

Hence a point x = (r, φ) with the refinement denoted by R in W̃h−cr
r lies in W̃h−cr

r,w (resp. W̃h−cr
r,w )

if and only wR = w (resp. wR ≤ w). For any w ∈ W/WP , there is a morphism ιh,w : Xh−cr
r ×L

T rig
L → Xr ×L T n

L that sends (r, φ) to
(
r, zw(h)unr(φ)

)
. We have W̃h−cr

r,w ⊂ ι−1
h,w(Utri(r)) by [5]. Hence

W̃h−cr
r,w ⊂ ι−1

h,w(Xtri(r)) for any w ∈ W/WP . Thus ιh,w(W̃
h−cr
r,wR

) ⊂ Xtri(r) for any w ≥ wR which
finishes the proof of the first statement of the theorem.

To prove the last statement of the theorem, by the first statement, we only need to prove that if x′ =
(r, δ′) ∈ Xtri(r), then x′ = xw for some refinement R of r and w ∈ W/WP . This follows from the
bijection between the triangulation of Drig(r) and the refinements of r, [54, Thm. 6.3.13] and [17, Prop.
2.9]. □

4.2. p-adic automorphic forms and eigenvarieties. We now turn to the global settings in [18, §5] (see
also [17, §2.4 & §3] or [16, §3]). We recall the basic notation and constructions. The reader should refer to
loc. cit. for details. We assume from now on p > 2.

Let F+ be a totally real field and F/F+ be a CM quadratic extension such that any prime in Sp, the set
of places of F+ above p, splits in F .

Let G be a unitary group in n ≥ 2 variables over F+ which is definite at all real places, split over F and
quasi-split at all finite places.

We fix a tame level Up =
∏

v/∈Sp
Uv where for any finite place v /∈ Sp, Uv is an open compact subgroup

of G(F+
v ). We assume that Up is small enough in the sense of [16, (3.9)]

Let S ⊃ Sp be a finite set of finite places of F+ that split in F and we require that every place of F+

that splits in F such that Uv is not maximal is contained in S. For each v ∈ S, we fix a place ṽ of F above
F+.

We fix an isomorphism G×F+ F ≃ GLn,F which induces iṽ : G(F+
v )

∼→ GLn(Fṽ) for any v ∈ Sp.
Recall that L denotes the coefficient field, a finite extension of Qp. We assume that L is large enough

such that |Hom(Fṽ, L)| = [Fṽ : Qp] for all v ∈ Sp.
We define the set Σv := Hom(Fṽ, L) for any v ∈ Sp and let Σp = ∪v∈Sp

Σv .
Denote by Bv (resp. Bv , resp. Tv) the subgroup of Gv := G(F+

v ) which is the preimage of the group
of upper-triangular matrices (resp. lower-triangular matrices, resp. diagonal matrices) of GLn(Fṽ) under
iṽ and let Bp =

∏
v∈Sp

Bv , Bp =
∏

v∈Sp
Bv and Tp =

∏
v∈Sp

Tv . Set Gp =
∏

v∈Sp
Gv .

For v ∈ Sp, let gv (resp. bv , resp. bv , resp. tv) be the base change to L of the Qp-Lie algebra of Gv

(resp. Bv , resp. Bv , resp. Tv). We define g =
∏

v∈Sp
gv, t =

∏
v∈Sp

tv , etc. and for v ∈ Sp, τ ∈ Σv , set
gτ = gv ⊗Fṽ⊗QpL,τ⊗id L, tτ = tv ⊗Fṽ⊗QpL,τ⊗id L, etc..

Let Ŝ(Up, L) (resp. Ŝ(Up,OL)) be the space of continuous functions G(F+)\G(A∞
F+)/Up → L (resp.

G(F+)\G(A∞
F+)/Up → OL) on which Gp acts via right translations. Then there is a Hecke algebra TS (a

commutative OL-algebra, see [17, §2.4] for details) that acts on Ŝ(Up,OL). We fix a maximal ideal mS of
TS with residue field kL (otherwise enlarging L) such that

Ŝ(Up, L)mS ̸= 0

and that the associated Galois representation ρ : GF → GLn(kL) is absolutely irreducible (i.e. mS is
non-Eisenstein) where GF := Gal(F/F ).

We assume furthermore the “standard Taylor-Wiles hypothesis”, that is we require that F is unramified
over F+, F contains no non-trivial p-th root of unity, Uv is hyperspecial if the place v of F+ is inert in F ,
and ρ

(
Gal(F/F ( p

√
1))
)

is adequate (cf. [18, Rem. 1.1]).
The Galois deformation ring Rρ,S , which parameterizes polarized deformations of ρ unramified outside

S, acts on Ŝ(Up, L)mS . The subspace of locally Qp-analytic vectors of Ŝ(Up, L)mS for the action of Gp,
denoted by Ŝ(Up, L)anmS , is a very strongly admissible locally Qp-analytic representation of Gp ([38, Def.

0.12]). The eigenvariety Y (Up, ρ) is defined to be the support of the coherent sheaf
(
JBp

(Ŝ(Up, L)anmS )
)′

,

applying Emerton’s Jacquet functor (with respect to the parabolic subgroup Bp of Gp) on Ŝ(Up, L)anmS
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and then taking the continuous dual, on Spf(Rρ,S)
rig × T̂p,L, where T̂p,L =

∏
v∈Sp

T̂v,L denotes the base
change to L of the Qp-rigid space parameterizing continuous characters of Tp =

∏
v∈Sp

Tv .

Let R∞ =
⊗̂

v∈SR
′
ρṽ
[[x1, · · · , xg]] where for a place ṽ of F , R′

ρṽ
is the maximal reduced Zp-flat

quotient of the local framed deformation ring of ρṽ := ρ|GFṽ
over OL and g is certain determined integer.

Then there is an OL-module M∞ constructed in [20] (see [17, Thm. 3.5] and [16, §6]) equipped with
actions of R∞ and Gp so that Π∞ := M ′

∞[ 1p ] is a R∞-admissible Banach representation of Gp ([17,
Def. 3.1]). The patched eigenvariety Xp(ρ) is defined to be the support of the coherent sheaf M∞ :=(
JBp

(ΠR∞−an
∞ )

)′
, applying Emerton’s Jacquet functor on the subspace of locally R∞-analytic vectors of

Π∞ ([17, Def. 3.2]) and then taking the continuous dual, on Spf(R∞)rig×T̂p,L. Then a point x = (rx, δ) ∈
Spf(R∞)rig × T̂p,L lies in Xp(ρ) if and only if HomTp

(
δ, JBp

(
ΠR∞−an

∞ [mrx ]⊗k(rx) k(x)
))
̸= 0 where

mrx denotes the maximal ideal of R∞[ 1p ] corresponding to the point rx ∈ Spf(R∞)rig (cf. [17, Prop. 3.7]).
Recall that Xp(ρ) is reduced ([17, Cor. 3.20]). The eigenvariety Y (Up, ρ) is identified with a Zariski closed
subspace of the patched one Xp(ρ).

We denote by

Xρp
:= Spf

(⊗̂
v∈Sp

R′
ρṽ

)rig

,Xρp := Spf

(⊗̂
v∈S\Sp

R′
ρṽ

)rig

,Ug = Spf(OL[[x1, · · · , xg]])
rig

and X∞ := Spf(R∞)rig ≃ Xρp
× Xρp × Ug .

Let Xtri(ρp) :=
∏

v∈Sp
Xtri(ρṽ) which by definition is a Zariski closed subspace of Xρp

× T̂p,L. Denote
by δBv := |·|n−1

Fṽ
⊗· · ·⊗|·|n−2i+1

Fṽ
⊗· · ·⊗|·|1−n

Fṽ
the smooth modulus character of Bv and δBp := ⊗v∈SpδBv .

Let ιv be the automorphism

(δv,1, · · · , δv,n) 7→ δBv · (δv,1, · · · , δv,iϵi−1, · · · δv,nϵn−1)

of T̂v,L and let ι =
∏

v∈Sp
ιv : T̂p,L

∼→ T̂p,L. We also use ι to denote the automorphism of Xρp
× T̂p,L :

(x, δ) 7→ (x, ι(δ)). Then the reduced closed subvariety Xp(ρ) of Xρp
× Xρp × Ug × T̂p,L lies in the

Zariski closed subspace ι
(
Xtri(ρp)

)
× Xρp × Ug and is identified with a union of irreducible components

of ι
(
Xtri(ρp)

)
×Xρp ×Ug ([17, Thm. 3.21]) any of which is of the form ι(X)×Xp ×Ug where X (resp.

Xp) is an irreducible component of Xtri(ρp) (resp. Xρp ). An irreducible component X of Xtri(ρp) is said
to be Xp-automorphic for an irreducible component Xp of Xρp if ι(X)× Xp × Ug is contained in Xp(ρ).

Definition 4.2. (1) A character δ = (δv)v∈Sp
∈ T̂p,L is called generic if for each v ∈ Sp, ι−1

v (δv) ∈
T n
v,0, where T n

v,0 denotes the subset T n
0 in §3.2 for characters of (F×

ṽ )n. Explicitly, we say δ is
generic if δv,iδ−1

v,j | · |
2i−2j
Fṽ

ϵj−i ̸= zk, ϵzk for any v ∈ Sp, i ̸= j,k ∈ ZΣv .
(2) A point x = (rx, δ) ∈ X∞ × T̂p,L (or y = (ρ, δ) ∈ Spf(Rρ,S)

rig × T̂p,L) is said to be generic if δ
is generic.

4.3. Orlik-Strauch theory. We recall the theory of Orlik-Strauch on Jordan-Hölder factors of locally an-
alytic principal series which will be the companion constituents in the locally analytic socles.

Let O (resp. O) be the BGG category of U(g)-modules attached to the Borel subalgebra b (resp. b)
([50, §1.1]). If M is in Oalg ([15, §2]) and V is a smooth representation of Tp over L, then Orlik-Strauch
constructs a locally Qp-analytic representation FGp

Bp
(M,V ) of Gp ([61], see [15, §2], [14, §2] and [18,

Rem. 5.1.2]). The functor FGp

Bp
(−,−) is exact and contravariant (resp. covariant) in the first (resp. second)

arguments (cf. [14, Thm. 2.2]). If λ = (λv)v∈Sp
= (λτ,1, · · · , λτ,n)τ∈Σv,v∈Sp

∈
∏

v∈Sp
(Zn)Σv , we let

zλ :=
∏

v∈Sp
zλv be the algebraic character of Tp =

∏
v∈Sp

Tv which satisfies that wtτ
(
(zλv )i

)
= λτ,i

for every τ ∈ Σv . Thus we may view λ as a weight of t. Assume that δ = (δv)v∈Sp
∈ T̂p,L(L) is locally

algebraic of weight λ (i.e. wt(δ) := (wtτ (δv,i))i=1,··· ,n,τ∈Σv,v∈Sp ∈
∏

v∈Sp
(Zn)Σv and λ = wt(δ)) and

we write δ = zλδsm so that δsm is a smooth character of Tp. We define

FGp

Bp
(δ) := FGp

Bp

((
U(g)⊗U(b) (−λ)

)∨
, δsmδ

−1
Bp

)
where −λ is viewed as a weight of b and (−)∨ is the dual in O (cf. [50, §3.2]). By [14, Thm. 4.3, Rem.
4.4],

(4.1) HomGp(F
Gp

Bp
(δ),Πan) ≃ HomTp(δ, JBp(Π

an))
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for any very strongly admissible locally analytic representation Πan of Gp over L.
For such λ, let L(λ) (resp. L(λ)) be the irreducible U(g)-module of the highest weight λ in O (resp.

in O). Let WGp
:=
∏

v∈Sp
(Sn)Σv be the Weyl group of g =

∏
v gv =

∏
τ∈Σp

gτ acting naturally on∏
v∈Sp

(Zn)Σv and we identify this action with the usual action of the Weyl group on weights of t. Let

ρ = (
n− 1

2
, · · · , n− 2i+ 1

2
, · · · , 1− n

2
)τ∈Σv,v∈Sp

be the half sum of positive roots (with respect to b) (the notation ρ will also be used to denote Galois
representations when it will not confuse the reader according to the context). The dot action is given by
w · µ = w(µ+ ρ)− ρ for any w ∈WGp

and µ ∈
∏

v∈Sp
(Zn)Σv .

We say λ ∈
∏

v∈Sp
(Zn)Σv is dominant (resp. anti-dominant) (with respect to b) if λτ,i ≥ λτ,i+1,∀τ ∈

Σp, i = 1, · · · , n − 1 (resp. −λ is dominant). Now assume that λ ∈
∏

v∈Sp
(Zn)Σv such that λ + ρ is

dominant (so that λ is dominant in the sense of [50, §3.5] with respect to b). Let w0 = (wv,0)v∈Sp
=

((wτ,0)τ∈Σv
)v∈Sp

be the longest element in WGp
and let WPp

=
∏

v∈Sp
WPv

be the parabolic subgroup
of WGp

consisting of elements that fix w0 · λ under the dot action where Pp =
∏

v∈Sv
Pv denotes the

parabolic subgroup of
∏

v∈Sp
(ResFṽ/Qp

GLn/Fṽ
)×Qp

L containing the Borel subgroup of upper-triangular
matrices associated with WPp

. Now −λ is dominant with respect to b in the sense of [50, §3.5] and an
irreducible module L(−µ) is a subquotient of U(g)⊗U(b) (−ww0 · λ) if and only if µ ↑ ww0 · λ (cf. [50,
§5.1], the linkage relation ↑ here is defined with respect to b). One can prove that µ ↑ ww0 ·λ if and only if
−µ = −w′w0 · λ for some w′ ∈ WGp/WPp such that w′ ≤ w in WGp/WPp . Hence we conclude that the
Jordan-Hölder factors of U(g)⊗U(b) (−ww0 ·λ) are those L(−w′w0 ·λ) for w′ ≤ w in WGp

/WPp
(one can

also use the fact that the translation functor Tw0·λ
w0·0 is exact ([50, §7.1]) and Tw0·λ

w0·0 M(ww0 ·0) = M(ww0 ·λ)
for all w ∈WGp

where M(−) denotes the Verma modules with respect to b, Tw0·λ
w0·0 L(ww0 ·0) = L(ww0 ·λ)

if w ∈ (WGp
)Pp and Tw0·λ

w0·0 L(ww0 · 0) = 0 if w /∈ (WGp
)Pp to reduce to regular cases, cf. [50, Thm. 7.6,

Thm. 7.9] or [52, Prop. 2.1.1]).
For a locally algebraic character δ ∈ T̂p,L of weight λ, we define characters δw := zww0·λδsm for

w ∈ WGp
/WPp

. By the Orlik-Strauch theory ([15, Thm. 2.3 & (2.6)]), if the smooth representation
Ind

Gp

Bp
δsmδ

−1
Bp

is irreducible (which will be the case in our later discussions), the locally Qp-analytic repre-

sentation FGp

Bp

(
L(−ww0 · λ), δsmδ−1

Bp

)
is irreducible. The Jordan-Hölder factors of FGp

Bp
(δw) are those

FGp

Bp

(
L(−w′w0 · λ), δsmδ−1

Bp

)
where w′ ≤ w in WGp

/WPp
and FGp

Bp

(
L(−ww0 · λ), δsmδ−1

Bp

)
is the

unique irreducible quotient of FGp

Bp
(δw).

4.4. The locally analytic socle conjecture. We prove our main results concerning the appearance of com-
panion constituents in the completed cohomology and the existence of companion points on the eigenvariety
in the situation of non-regular Hodge-Tate weights. The proofs of Proposition 4.9 and Theorem 4.10 follow
essentially part of the proof of [18, Thm. 5.3.3] with weakened assumptions. The new ingredients are in
Theorem 4.4 and Proposition 4.7.

Let λ = (λτ,1, · · · , λτ,n)τ∈Σv,v∈Sp
∈
∏

v∈Sp
(Zn)Σv such that λ + ρ is dominant. Then we have the

parabolic subgroup Pp of
∏

v∈Sp
(ResFṽ/Qp

GLn/Fṽ
)×Qp

L associated with λ as in §4.3.
We firstly recall some representation theoretic results in [18, §5.2] and the construction of certain “family

of companion constituents” in the proof of [18, Thm. 5.3.3].
We write Πan

∞ for ΠR∞−an
∞ . Let Up be the unipotent radical of Bp and U0 be a compact open subgroup

of Up. Suppose that Πan is a very strongly admissible locally Qp-analytic representation of Gp over L. If
M ∈ Oalg, then M is equipped with an action of Bp and HomU(g) (M,Πan) is equipped with a smooth
action of Bp. Its space of U0-invariants HomU(g) (M,Πan)

U0 is then equipped with a Hecke action of
T+
p := {t ∈ Tp | tU0t

−1 ⊂ U0} given by ([18, (5.9)])

f 7→ t · f := δBp
(t)

∑
u0∈U0/tU0t−1

u0tf.
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The starting point is the following adjunction formula. For any finite-dimensional smooth representation V
of Tp over L, by [18, Lem. 5.2.1] (which itself follows from [14, Prop. 4.2]), we have

HomGp

(
FGp

Bp

(
Hom(M,L)u

∞
, V (δ−1

Bp
)
)
,Πan

)
= HomT+

p

(
V,HomU(g) (M,Πan)

U0

)
= HomTp

(
V,
(
HomU(g) (M,Πan)

U0

)
fs

)
.

where (−)fs denotes Emerton’s finite slope part functor ([36, Def. 3.2.1]) and Hom(M,L)u
∞

is the sub-
space of Hom(M,L) consisting of elements annihilated by a power of u, base change to L of the Qp-Lie
algebra of the unipotent radical of Bp (see [14, §3]).

In particular, for any point y = (ry, δ) ∈ X∞ × T̂p,L with the corresponding maximal ideal mry for ry
such that δ is locally algebraic of weight ww0 · λ and has smooth part δsm, we have

HomGp

(
FGp

Bp

(
L(−ww0 · λ), δsmδ−1

Bp

)
,Πan

∞ [mry ]⊗k(ry) k(y)
)

(4.2)

= HomTp

(
δsm,

(
HomU(g)

(
L(ww0 · λ),Πan

∞ [mry ]⊗k(ry) k(y)
)U0
)
fs

)
.

Recall by (4.1), y ∈ Xp(ρ) if and only if HomGp

(
FGp

Bp
(δw),Π

an
∞ [mry ]⊗k(ry) k(y)

)
̸= 0, and there is an

injection

HomGp

(
FGp

Bp

(
L(−ww0 · λ), δsmδ−1

Bp

)
,Πan

∞ [mry ]⊗k(ry) k(y)
)

↪→ HomGp

(
FGp

Bp
(δw),Π

an
∞ [mry ]⊗k(ry) k(y)

)
(4.3)

induced by the quotient U(g)⊗U(b) (−ww0 · λ) ↠ L(−ww0 · λ) for any w ∈WGp
.

For any w ∈ WGp , let Xp(ρ)ww0·λ be the fiber of the composite map Xp(ρ) → T̂p,L
wt→ t∗ over

ww0 ·λ ∈ t∗. Here t∗ denotes the rigid space associated with HomL(t, L) and the map wt sends a character
of Tp to its weight. Since JBp

(Πan
∞) = ((Πan

∞)U0)fs, the quotient U(g)⊗U(b)ww0 ·λ ↠ L(ww0 ·λ) induces
a closed immersion as (4.3)(

HomU(g) (L(ww0 · λ),Πan
∞)

U0

)
fs
↪→
(
HomU(t) (ww0 · λ,Πan

∞ [u])
U0

)
fs

= HomU(t)

(
ww0 · λ, JBp

(Πan
∞)
)

(4.4)

which is compatible with actions of R∞[ 1t ] and Tp (see Step 8 of the proof of [18, Thm. 5.3.3] for more
details on the topology). The continuous dual HomU(t)

(
ww0 · λ, JBp

(Πan
∞)
)′

of the target is the global
section of the coherent sheafM∞⊗OXp(ρ)

OXp(ρ)ww0·λ over the quasi-Stein space Xp(ρ)ww0·λ (as a closed

subspace of the quasi-Stein space Spf(R∞)rig × T̂p,L, cf. [40, Def. 2.1.17] and [65, §3]). Then the

continuous dual
(
HomU(g) (L(ww0 · λ),Πan

∞)
U0

)′
fs

of the closed subspace corresponds to a coherent sheaf,

denoted by Lww0·λ, on Xp(ρ)ww0·λ and the continuous dual of (4.4) gives a surjection of coherent sheaves

M∞ ⊗OXp(ρ)
OXp(ρ)ww0·λ ↠ Lww0·λ

on Xp(ρ)ww0·λ. Let Yp(ρ)ww0·λ be the schematic support of Lww0·λ which is a Zariski-closed subspace
of Xp(ρ)ww0·λ. Let Yp(ρ)

red
ww0·λ be the underlying reduced analytic subvariety of Yp(ρ)ww0·λ (cf. [13,

§9.5.3]).

Remark 4.3. We warn the reader that the subspace Yp(ρ)ww0·λ of Xp(ρ) should not be confused with any
subspace of the non-patched eigenvariety Y (ρ, Up). Note that when L(ww0 · λ) is a finite-dimensional
representation of g, Yp(ρ)ww0·λ is similar to a “partial eigenvariety” that will be defined in §5.4 (by taking
Qp = Gp, J = Σp), but with more restriction on the weights of characters. And in this case one can prove
that Yp(ρ)ww0·λ is equidimensional by the usual arguments for the eigenvarieties, cf. Lemma 5.7. We don’t
know whether one should expect that Yp(ρ)ww0·λ is equidimensional when ww0 · λ is no longer dominant.



36 ZHIXIANG WU

Let mδsm
be the kernel of the morphism L[Tp] → L of L-algebras given by a smooth character δsm.

Then for any L-point y =
(
ry, z

ww0·λδsm
)
∈ Xp(ρ)ww0·λ ⊂ X∞ × T̂p,L,

Lww0·λ ⊗OXp(ρ)ww0·λ
ÔXp(ρ)ww0·λ,y = lim←−

s,t∈N

(
HomU(g) (L(ww0 · λ),Πan

∞)
U0

)′
fs
/
(
ms

ry ,m
t
δsm

)
(4.5)

= lim←−
s,t∈N

(
HomU(g) (L(ww0 · λ),Πan

∞)
U0 [ms

ry ][m
t
δsm

]
)′

=

(
lim−→
s,t∈N

HomU(g) (L(ww0 · λ),Πan
∞)

U0 [ms
ry ][m

t
δsm

]

)′

where each

HomU(g) (L(ww0 · λ),Πan
∞)

U0 [ms
ry ][m

t
δsm

] = HomU(g)(L(ww0 · λ),Π∞[ms
ry ]

an)U0 [mt
δsm

]

is finite-dimensional (using that Πan
∞ is R∞-admissible, the finiteness comes from the related property of

Emerton’s Jacquet module, see [18, Lem. 5.2.4]).
We denote by HomU(g) (L(ww0 · λ),Πan

∞)
U0 [m∞

ry ][m
∞
δsm

] for the last term in the bracket in (4.5). Thus

HomGp

(
FGp

Bp

(
L(−ww0 · λ), δR,smδ

−1
Bp

)
,Πan

∞ [mry ]
)
̸= 0

if and only if (by (4.2))
HomU(g) (L(ww0 · λ),Πan

∞)
U0 [mry ][mδsm

] ̸= 0

if and only if y ∈ Yp(ρ)ww0·λ which is equivalent to that

HomU(g) (L(ww0 · λ),Πan
∞)

U0 [m∞
ry ][m

∞
δsm

] ̸= 0.

Next, we take y = ((ρp, δ), z) ∈ Yp(ρ)ww0·λ ⊂ Xp(ρ) ⊂ ι
(
Xtri(ρp)

)
× (Xρp × Ug) a generic L-point

(Definition 4.2) and w = (wv)v∈Sp = (wτ )τ∈Σv,v∈Sp ∈ WGp/WPp =
∏

v∈Sp
(Sn)Σv/WPv

such that
wt(δ) = ww0 · λ. Write ρp = (ρṽ)v∈Sp

∈
∏

v∈Sp
Spf(Rρṽ

)rig. Let h = (hṽ)v∈Sp
= (hτ )τ∈Σp

=

(hτ,1, · · · , hτ,n)τ∈Σp
be the anti-dominant Hodge-Tate-Sen weights of ρp where we view h as a coweight

of t and “anti-dominant” means that hτ,1 ≤ · · · ≤ hτ,n,∀τ ∈ Σp. Then w0 · λ = (hτ,1, · · · , hτ,i +
i − 1, · · · , hτ,n + n − 1)τ∈Σp

∈
∏

v∈Sp
(Zn)Σv . The stabilizer subgroup of h under the usual action of

WGp
= (Sn)Σp is WPp

.
By Theorem 3.8 and the generic assumption on δ, (ρp, ι−1 (δ)) lies in a unique irreducible component

X of Xtri(ρp). The union of irreducible components of Xp(ρ) that pass through y are of the form ι(X)×
(∪i∈IX

p
i ) × Ug where Xp

i × Ug, i ∈ I are some irreducible components of Xρp × Ug . Then ι−1 induces
a closed immersion Yp(ρ)

red
ww0·λ ↪→ Xtri(ρp)w(h) × Xρp × Ug where Xtri(ρp)w(h) denotes the fiber of the

composite Xtri(ρp)→ T̂p,L
wt→ t∗ over w(h). Hence ι induces a surjection

ÔXtri(ρp)w(h),ι−1(ρp,δ)⊗̂LÔXρp×Ug,z ↠ ÔYp(ρ)redww0·λ,y
.

Recall in §3.5, for each v ∈ Sp, Drig(ρṽ)[
1
t ] is equipped with a unique triangulation Mṽ,• associated

with the point
(
ρṽ, ι

−1
v (δv)

)
∈ Xtri(ρṽ) and we have an isomorphism X̂tri(ρṽ)(ρṽ,ι

−1
v (δv))

≃ Xwv

ρṽ,Mṽ,•

by Corollary 3.7. In §3.6, we have ÔXtri(ρṽ)wv(hṽ),ι−1(ρṽ,δv)
≃ R

wv

ρṽ,Mṽ,•
. Hence ÔXtri(ρp)w(h),ι−1(ρp,δ) ≃

R
w

ρp,M•
:= ⊗̂v∈SpR

wv

ρṽ,Mṽ,•
. Define Rρp := ⊗̂v∈SpRρṽ

. We get a composite map

(4.6) Rρp
→ R

w

ρp,M•
≃ ÔXtri(ρp)w(h),ι−1(ρp,δ) → ÔYp(ρ)redww0·λ,y

.

Let Qp =
∏

v∈Sp

∏
τ∈Σv

Qτ be a standard parabolic subgroup of
∏

v∈Sp
(ResFṽ/Qp

GLn/Fṽ
) ×Qp

L =∏
τ∈Σp

GLn/L (with the Borel subgroup of upper-triangular matrices and the maximal torus the diagonal
matrices). For v ∈ Sp, the statement “wv(hṽ) is strictly Qv-dominant” (Definition 2.22) is equivalent to
“wvwv,0 ·λv is a dominant weight for the standard Levi subgroup of Qv”. Let RQp

ρp,M•
:= ⊗̂v∈Sp

RQv

ρṽ,Mṽ,•

where the latter is defined in the end of §3.6, rougly speaking, parametrizing trianguline deformations of ρṽ
that are Qv-de Rham. There are closed immersions

Spec(R
Qp

ρp,M•
) ↪→ Spec(Rρp,M•) ↪→ Spec(Rρp

).

Theorem 4.4. If ww0 · λ is a dominant weight for the standard Levi subgroup of Qp, then the morphism
(4.6): Rρp → ÔYp(ρ)redww0·λ,y

factors through R
Qp

ρp,M•
.
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Proof. The proof is based on Theorem 5.15.
We have a closed immersion Yp(ρ)

red
ww0·λ ↪→ Xp(ρ). We argue for a fixed v ∈ Sp. Let D := Drig(ρ

univ
ṽ )

be the (φ,ΓFṽ
)-module over RXp(ρ),Fv

associated with the universal Galois representation ρunivṽ of GFṽ

pulled back from Xρṽ
(cf. [60, Def. 2.12]). By [17, Thm. 3.19] and [54, Cor. 6.3.10], there is a birational

proper surjective morphism f : X ′ → Xp(ρ), a filtration of sub-(φ,ΓFṽ
)-modules DX′,• over RX′,Fṽ

of DX′ := f∗D such that for any point y′ ∈ X ′, the base change Dy′,•[
1
t ] is a triangulation of Dy′ [ 1t ] =

Drig(ρy′,ṽ)[
1
t ] of parameter δy′,v,1, · · · , δy′,v,n where we use the same notations with different subscripts to

denote the pullback of the representation ρunivṽ , characters from T̂v , etc.. Let Y ′ be the underlying reduced
analytic subspace of f−1

(
Yp(ρ)

red
ww0·λ

)
. We pick an arbitrary affinoid neighbourhood V of an arbitrary

point y′ ∈ f−1(y) in Y ′. By Theorem 5.15 below, the definition of Yp(ρ)ww0·λ, (4.2), and the assumption
that ww0 ·λ is dominant with respect to the standard Levi of Qp, we have that for any point y′′ ∈ V , Dy′′ [ 1t ]

with the triangulation Dy′′,•[
1
t ] is Qv-de Rham (Definition 3.10).

We firstly prove that the map Rρṽ
→ ÔY ′,y′ factors through the quotient RQv

ρṽ,Mṽ,•
. The proof is sim-

ilar to that of Proposition 3.4. Take A a local Artin L-algebra with residue field k(y′) and a composite
y′ = Sp(k(y′)) → Sp(A) → V . The pullback DA,• along the map Sp(A) → V of the global trian-
gulation DV,• = DX′,• ×X′ V gives a triangulation MA,• := DA,•[

1
t ] of Drig (ρA,ṽ) [

1
t ] of parameter

δA,v,1, · · · , δA,v,n. Since the filtration DX′,• is a strictly trianguline filtration on a Zariski open dense sub-
set of X ′, and the Sen polynomials vary analyticly, the Sen weights of DV,i are fixed integers (the weights
of δV,v,1, · · · , δV,v,i). Hence we can apply Theorem A.10 below for each DV,i, and we get finite projective
OV -modules written by DpdR(DV,i) (in short for DpdR(WdR(DV,i)) =

∏
τ∈Σv

DpdR,τ (WdR(DV,i)))
with OV -linear operators νV . Check the proof of Theorem A.10, the filtration DV,• induces natural maps
DpdR(DV,i) → DpdR(DV,i+1). By Theorem A.10 again, DpdR(DV,•) are specialized to the k(y′′)-
filtration DpdR(WdR(Dy′′,•)) for any y′′ ∈ V . Since V is reduced, the sheaves DpdR(DV,i) form a satu-
rated filtration of DpdR(DV ), i.e., DpdR(DV,i) is mapped injectively into DpdR(DV,i+1) and the graded
pieces DpdR(DV,i+1)/DpdR(DV,i) are locally free of rank one. Moreover, for any τ ∈ Σv, 1 ≤ i < i′ ≤ n
and y′′ ∈ V ,

(DpdR,τ (DV,i′)/DpdR,τ (DV,i))⊗OV
k(y′′) ≃ DpdR,τ (WdR(My′′,i′/My′′,i)).

Let 0 = sτ,0 < · · · < sτ,i < · · · < sτ,tτ = n be integers such that the Levi subgroup of Qτ is
GLsτ,1−sτ,0×· · ·GLsτ,i−sτ,i−1

×· · ·×GLsτ,tτ −sτ,tτ−1
Since Dy′′ [ 1t ] is Qv-de Rham for any y′′ ∈ V , νy′′ =

νV ⊗OV
k(y′′) acts as zero on DpdR,τ (WdR(My′′,sτ,i/My′′,sτ,i−1)) for 1 ≤ i ≤ tτ and τ ∈ Σv . As V is

reduced, it follows that νV itself is zero on the graded pieces DpdR,τ (DV,sτ,i)/DpdR,τ (DV,sτ,i−1
). By The-

orem A.10, the same assertion holds for the base change νA of νV on DpdR,τ (WdR(MA,sτ,i/MA,sτ,i−1
)).

By Definition 3.10, Drig (ρA,ṽ) [
1
t ] with the triangulation is Qv-de Rham (Definition 3.10).

We prove that the composite Rρṽ
→ ÔY ′,y′ → A factors through a map Rρṽ

→ RQv

ρṽ,Mṽ,•
→ A. Let

Ã := A×k(y′)L be the subring of A consisting of elements whose reduction modulo the maximal ideal mA

of A lie in L. Then the map Rρṽ
→ A factors through Rρṽ

→ Ã ⊂ A automatically. By similar arguments
as in the proof of Proposition 3.4, there exists a model ρÃ,ṽ (resp. δA,v,i, resp.MÃ,•) of ρA,ṽ (resp. δÃ,v,i,

resp. MA,•) over Ã whose reduction modulo mÃ is ρy,ṽ (resp. δy,v,i, resp. My,ṽ,•). This implies that
the map Rρṽ

→ ÔY ′,y′ → A factors through Rρṽ
→ Rρṽ,Mṽ,• → Ã ⊂ A. Moreover, Drig (ρA,ṽ) [

1
t ] =

Drig(ρÃ,ṽ)[
1
t ] ⊗Ã A and MÃ,• ⊗Ã A = MA,•. It follows from the exactness and the functoriality of

DpdR(WdR(−)) that there exist isomorphisms DpdR(WdR(MÃ,•)) ⊗Ã A ≃ DpdR (WdR (MA,•)) of
finite free A-modules with A-linear nilpotent operators (cf. the proof of [18, Lem. 3.1.4], writing A as the
cokernel of finite free Ã-modules). Since Ã→ A is injective, the vanishing of νA = νÃ ⊗Ã A on the finite
free A-modules DpdR,τ (WdR(MA,sτ,i/MA,sτ,i−1

)) = DpdR,τ (WdR(MÃ,sτ,i
/MÃ,sτ,i−1

))⊗ÃA implies
the vanishing of νÃ on DpdR,τ (WdR(MÃ,sτ,i

/MÃ,sτ,i−1
)). This means that ρÃ,ṽ with the filtrationMÃ,•

is also Qv-de Rham. The definition of RQv

ρṽ,Mṽ,•
and Lemma 3.11 implies that the map Rρṽ

→ Ã factors

through RQv

ρṽ,Mṽ,•
→ Ã.

By taking A = OY ′,y′/mj
OY ′,y′ for all j ∈ N, we conclude that the map Rρṽ

→ ÔY ′,y′ factors through

the quotient RQv

ρṽ,Mṽ,•
.

Now the argument in the last part of the proof of Proposition 3.4, using the surjectivity and properness
of f : Y ′ → Yp(ρ)

red
ww0·λ and the reducedness of Yp(ρ)

red
ww0·λ, shows that the map Rρṽ

→ ÔYp(ρ)redww0·λ,y

also factors though RQv

ρṽ,Mṽ,•
. □
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Remark 4.5. We expect that the morphism Rρp
→ ÔYp(ρ)ww0·λ,y as in Theorem 4.4 factors through

R
Qp

ρp,M•
. However, we don’t know how to prove this stronger result.

From now on we focus on generic crystalline points. A point ρp = (ρṽ)v∈Sp
∈ Xρp

(L) is said to be
generic crystalline if for each v ∈ Sp, ρṽ : GFṽ

→ GLn(L) is generic crystalline (in the sense in §4.1). If
ρp is generic, a refinementR = (Rṽ)v∈Sp of ρp is a choice of a refinementRṽ of ρṽ for each v ∈ Sp.

Suppose that ρp ∈ Xρp
(L) is a generic crystalline point with refinements Rṽ given by orderings φ

ṽ
∈

(L×)n and that hṽ is the anti-dominant Hodge-Tate weights of ρṽ for v ∈ Sp. Recall for each v ∈ Sp,
there exists wRṽ

∈ (Sn)Σv/WPv
such that zwRṽ

(hṽ)unr(φ
ṽ
) is a parameter of ρṽ and then the point(

ρṽ, z
wRṽ

(hṽ)unr(φ
ṽ
)
)

is in Utri(ρṽ) ⊂ Xtri(ρṽ) (see §4.1). We continue to assume λτ,i = hτ,n+1−i +

i− 1,∀τ ∈ Σp, i = 1, · · · , n.

Definition 4.6. For w = (wv)v∈Sp
∈ WGp

/WPp
, let δR,w be the character ι

(
zw(h)unr(φ)

)
of Tp where

zw(h)unr(φ) is the abbreviation for the character
∏

v∈Sp
zwv(hṽ)unr(φ

ṽ
) of Tp =

∏
v∈Sp

Tv .

Then for each w ∈ WGp
/WPp

, δR,w is generic and ww0 · λ is the weight of δR,w. The smooth part
δR,sm = z−ww0·λδR,w is independent of w. We write wR := (wRṽ

)v∈Sp
∈WGp

/WPp
.

We already know that the point ywR :=
(
ρp, ι

−1(δR,wR
)
)

is in Utri(ρp). If we assume Conjecture
3.23 of [17] (which follows from a general automorphy lifting conjecture by [17, Prop. 3.27]), we could
get that the irreducible component of Xtri(ρp) passing through ywR is Xp-automorphic for any irreducible
component Xp of Xρp . Hence there should exist a point

(
(ρp, δR,wR

), z
)
∈ Xp(ρ) ⊂ ι(Xtri(ρp))× (Xρp×

Ug). Then by [16, Thm. 5.5], together with the discussion on local companion points in §4.1, we could
expect xw :=

(
(ρp, δR,w), z

)
∈ Xp(ρ) if and only if w ≥ wR in WGp/WPp .

We will not consider the automorphy lifting anymore in this paper. Rather, our aim (Theorem 4.10)
is to prove that all companion points xw, w ≥ wR are in Xp(ρ) under the assumption that there exists
w′ ∈ WGp

/WPp
such that xw′ is in Xp(ρ). The assumption will always imply xw0

∈ Xp(ρ) by [16, Thm.
5.5].

The following proposition is the key new step to achieve the existence of companion points, where
Theorem 4.4 is used. In the proof of Theorem 4.10, we will use some induction and deformation arguments
to reduce the existence of more general companion points on Xp(ρ) to the special situation considered in
Proposition 4.7 below.

Proposition 4.7. Assume that the points
(
(ρp, δR,w), z

)
∈ ι

(
Xtri(ρp)

)
× (Xρp × Ug) are in Xp(ρ)(L)

for any w > wR in WGp
/WPp

where ρp is generic crystalline and R is a refinement of ρp as above. If
wRWPp

̸= w0WPp
, then

(
(ρp, δR,wR

), z
)
∈ Xp(ρ)(L).

Proof. We will prove
HomU(g) (L(wRw0 · λ),Πan

∞)
U0 [m∞

rx ][m
∞
δR,sm

] ̸= 0

where rx := (ρp, z) ∈ X∞. This will imply (by (4.2))

HomGp

(
FGp

Bp

(
L(−wRw0 · λ), δR,smδ

−1
Bp

)
,Πan

∞ [mrx ]
)
̸= 0

and by (4.1) and (4.3), imply furthermore that
(
(ρp, δR,wR

), z
)
∈ Xp(ρ).

For each v ∈ Sp, we still write wRṽ
for the shortest representative of wRṽ

in (Sn)Σv and write
wR = (wRṽ

)v∈Sp
∈ WGp

. We may assume that there exists and fix a place v such that wRṽ
is not

in the coset wv,0WPv
since wRWPp

̸= w0WPp
. Then by Lemma 2.25, there exists a simple root α

of (ResFṽ/Qp
GLn/Fṽ

) ×Qp
L and a standard parabolic subgroup Q =

∏
v∈Sp

Qv =
∏

τ∈Σp
Qτ of∏

v∈Sp
(ResFṽ/Qp

GLn/Fṽ
) ×Qp

L such that the element w′ := sαwR = (w′
v′)v′∈Sp

∈ WGp
where

w′
v′ = wRṽ′ if v′ ̸= v and w′

v = sαwRṽ
satisfies that lgPp

(w′) = lgPp
(wR) + 1, w′

v(hṽ) is strictly
Qv-dominant and wRṽ

(hṽ) is not strictly Qv-dominant (Definition 2.22). By our assumption, the point
xw′ :=

(
(ρp, δR,w′), z

)
is in Xp(ρ).

In particular,M∞ ⊗OXp(ρ)
ÔXp(ρ)w′w0·λ,xw′ ̸= 0. Equivalently, sinceM∞ is defined using JBp(Π

an
∞) =

((Πan
∞)U0)fs, by taking dual and arguing as in (4.5), we get

HomU(g)

(
U(g)⊗U(b) w

′w0 · λ,Πan
∞
)U0

[m∞
rx ][m

∞
δR,sm

] ̸= 0,

(see also [18, (5.16), (5.18)]).
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If
HomGp

(
FGp

Bp

(
L(−ww0 · λ), δR,smδ

−1
Bp

)
,Πan

∞ [mrx ]
)
̸= 0,

then by (4.1) and (4.3), the point
(
(ρp, δR,w), z

)
will appear in Xp(ρ). Then (ρp, ι

−1(δR,w)) ∈ Xtri(ρp).
This is possible only if w ≥ wR by Theorem 4.1. Hence the irreducible constituents of FGp

Bp
(δR,w′) that

may appear as subrepresentations in Πan
∞ [mrx ] are

FGp

Bp

(
L(−ww0 · λ), δR,smδ

−1
Bp

)
where w′ ≥ w ≥ wR in WGp

/WPp
, i.e. w = w′ or w = wR. And for any w ≤ w′, w /∈ {w′, wR},

HomU(g) (L(ww0 · λ),Πan
∞)

U0 [m∞
rx ][m

∞
δR,sm

] = 0.

The functor M 7→ HomU(g) (M,Πan
∞)

U0 [m∞
rx ][m

∞
δR,sm

] is exact on the category O. This fact comes essen-

tially from that the dual of Π∞ is a finite projective S∞[[Kp]][
1
p ]-module and that the functors of taking

generalized eigenspace of compact operators are exact. See discussions before [18, (5.21)] (and the argu-
ments in [16, Thm. 5.5] of proving firstly similar results for ideals of S∞[ 1p ]).

Hence we get an exact sequence

0→ HomU(g) (L(w
′w0 · λ),Πan

∞)
U0 [m∞

rx ][m
∞
δR,sm

]

→ HomU(g)

(
U(g)⊗U(b) w

′w0 · λ,Πan
∞
)U0

[m∞
rx ][m

∞
δR,sm

]

→ HomU(g) (L(wRw0 · λ),Πan
∞)

U0 [m∞
rx ][m

∞
δR,sm

]→ 0.

To prove HomU(g) (L(wRw0 · λ),Πan
∞)

U0 [m∞
rx ][m

∞
δR,sm

] ̸= 0, by the above exact sequence, we only need
to show that

HomU(g) (L(w
′w0 · λ),Πan

∞)
U0 [m∞

rx ][m
∞
δR,sm

] ̸= HomU(g)

(
U(g)⊗U(b) w

′w0 · λ,Πan
∞
)U0

[m∞
rx ][m

∞
δR,sm

]

or equivalently by taking dual as in (4.5) to show that the map

(4.7) M∞ ⊗OXp(ρ)
ÔXp(ρ)w′w0·λ,xw′ ↠ Lw′w0·λ ⊗OXp(ρ)

w′w0·λ
ÔXp(ρ)w′w0·λ,xw′

is not an isomorphism.
We prove it by contradiction. Assume that (4.7) is an isomorphism. The action of ÔXp(ρ)w′w0·λ,xw′ on

the right-hand side factors through

ÔYp(ρ)w′w0·λ,xw′ = OYp(ρ)w′w0·λ,xw′ ⊗OXp(ρ)
w′w0·λ,x

w′
ÔXp(ρ)w′w0·λ,xw′ .

Thus by Lemma 4.8 below the ÔXp(ρ)w′w0·λ,xw′ -module in the right hand side of (4.7) has support whose

underlying reduced subspace is Spec(ÔYp(ρ)redw′w0·λ,xw′ ). Since OXp(ρ) acts faithfully onM∞, the support

ofM∞⊗OXp(ρ)
OXp(ρ)w′w0·λ

is set-theoretically equal to Xp(ρ)w′w0·λ ([67, Tag 00L3]) with the underlying
reduced subspace Xp(ρ)

red
w′w0·λ. By Lemma 4.8 below, the underlying reduced subscheme of the support of

the ÔXp(ρ)w′w0·λ,xw′ -module in the left hand side of (4.7) is Spec(ÔXp(ρ)redw′w0·λ,xw′ ). Thus we have

Spec(ÔXp(ρ)redw′w0·λ,xw′ ) = Spec(ÔYp(ρ)redw′w0·λ,xw′ ).

By Theorem 4.4 and the above equality, the map

Rρp
→ ÔXtri(ρp)w′(h),ι

−1(ρp,δR,w′ )⊗̂LÔXρp×Ug,z → ÔXp(ρ)redw′w0·λ,xw′

factors through R
Qp

ρp,M•
. We now prove this is not possible. Assume that ι(X)×Xp ×Ug is an irreducible

component of Xp(ρ) passing through xw′ where X is the unique irreducible component of Xtri(ρp) passing
through ι−1(ρp, δR,w′) and Xp is an irreducible (reduced) component of Xρp . Let Xw′(h) be the fiber of X
over the weight w′(h) and let Xred

w′(h) be the underlying reduced subspace. Then ι(Xred
w′(h))×Xp ×Ug is a

reduced subspace of Xp(ρ)
red
w′w0·λ and the map

Rρp
→ ÔXred

w′(h)
,ι−1(ρp,δR,w′ )⊗̂LÔXp×Ug,z

factors through R
Qp

ρp,M•
. Hence the map Rρp → ÔXred

w′(h)
,ι−1(ρp,δR,w′ ) factors through R

Qp

ρp,M•
. Denote by

yw′
v
:=
(
ρṽ, z

w′
v(hṽ)unr(φ

ṽ
)
)

the point on Xtri(ρṽ)w′
v(hṽ) and Xv the irreducible component passing the

https://stacks.math.columbia.edu/tag/00L3
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point with Xw′
v(hṽ) the fiber of Xv over the weight w′

v(hṽ). We get that the morphism Rρṽ
↠ R

w′
v

ρṽ,Mṽ,•
↠

ÔXred
w′

v(hṽ)
,yw′

v

factors through RQv

ρṽ,Mṽ,•
, i.e.

(4.8) Spec(ÔXred
w′

v(hṽ)
,yw′

v

) ⊂ Spec(RQv

ρṽ,Mṽ,•
).

By discussions in §3.6 and (2.4), the underlying topological space Spec(ÔXred
w′

v(hṽ)
,yw′

v

), which as a topo-

logical space is equal to Spec(R
w′

v

ρṽ,Mṽ,•
), is a union of non-empty cycles denoted by ZwRṽ

and Zw′
v

in
§3.6. By our choice of Qv , wRṽ

(hṽ) is not strictly Qv-dominant. Then by Lemma 2.26 or the discussion
in the end of §3.6, ZwRṽ

is not contained in Spec(RQv

ρṽ,Mṽ,•
), this contradicts (4.8)! □

Lemma 4.8. Let A be an excellent Noetherian ring, m be a maximal ideal of A, J be the nilradical of A,
and M be a finite A-module with a faithful action of A. Let Â be the m-adic completion of A.

(1) Â/J = Â/Ĵ is the nilreduction of Â.
(2) Â acts on M̂ := Â ⊗A M faithfully and the underlying reduced scheme of the support of M̂ is

Spec(Â/J).

Proof. (1) The sequence 0→ Ĵ → Â→ Â/J → 0 is exact ([1, Prop. 10.12]). Moreover, Â/J is reduced
([67, Tag 07NZ]) and Ĵ is nilpotent. Hence Ĵ is the nilradical of Â.

(2) We have a natural injection A ↪→ HomA(M,M) of finite A-modules. Tensoring with Â, we get an
injection Â ↪→ HomA(M,M) ⊗A Â = HomÂ(M̂, M̂) ([45, Cor. 0.7.3.4]) of Â-modules by the flatness
of Â over A ([1, Prop. 10.14]). The injection means that Â acts faithfully on M̂ . Hence the support of M̂
as a Â-module is Spec(Â) and the underlying reduced subscheme is Spec(Â/J) by (1). □

The remaining steps mainly rely on the local irreducibility of the trianguline variety at generic points and
the crystalline deformation spaces introduced in the proof of Theorem 4.1. The following proposition re-
duces the existence of companion constituents in the generic crystalline cases to the existence of companion
points.

Proposition 4.9. Let x =
(
(ρp, δR,w), z

)
∈ Xp(ρ)(L) ⊂ ι

(
Xtri(ρp)

)
× (Xρp × Ug) be a point such that

ρp is generic crystalline with a refinement R, w ∈ WGp
/WPp

and the weight of δR,w (Definition 4.6) is
ww0 · λ. Let rx be the image of x in X∞ and mrx be the corresponding maximal ideal of R∞[ 1p ]. Then

HomGp

(
FGp

Bp

(
L(−ww0 · λ), δR,smδ

−1
Bp

)
,Πan

∞ [mrx ]
)
̸= 0.

Proof. The method is similar to Step 8 and Step 9 in the proof of [18, Thm. 5.3.3]. We will firstly prove
the result for the case when w = wR which will be a consequence of (4.1) and Theorem 4.1. For general
points, notice that the appearance of the companion constituents is equivalent to that x is in the Zariski
closed subspace Yp(ρ)ww0·λ of Xp(ρ) constructed in the beginning of §4.4. Thus, it suffices to prove that
x lies in the closure of generic crystalline points in Yp(ρ)ww0·λ satisfying w = wR. This can be achieved
using the variants of the crystalline deformation space defined in the proof of Theorem 4.1.

First, assume wWPp
= wRWPp

and HomGp

(
FGp

Bp

(
L(−ww0 · λ), δR,smδ

−1
Bp

)
,Πan

∞ [mrx ]
)
= 0, then

there exists w′ ∈WGp
/WPp

and w′ < w in WGp
/WPp

such that

HomGp

(
FGp

Bp
(L(−w′w0 · λ), δR,smδ

−1
Bp

),Πan
∞ [mrx ]

)
̸= 0

since HomGp

(
FGp

Bp
(δR,w),Π

an
∞ [mrx ]

)
̸= 0. Therefore HomGp

(
FGp

Bp
(δR,w′),Πan

∞ [mrx ]
)
̸= 0. By (4.1),

the point
(
(ρp, δR,w′), z

)
∈ (Xρp

× T̂p,L) × (Xρp × Ug) is in Xp(ρ). Then the point
(
ρp, z

w′(h)unr(φ)
)

is in Xtri(ρp). This is not possible by Theorem 3.8. Hence the conclusion holds in the case when w = wR.
In general, by Theorem 3.8 and the generic assumption on ρp,

(
ρp, z

w(h)unr(φ)
)

lies in a unique irre-
ducible component X of Xtri(ρp). We assume that x lies in an irreducible component of Xp(ρ) of the form
ι(X)× Xp × Ug for an irreducible component Xp of Xρp .

In the proof of Theorem 4.1, we have constructed crystalline deformation spaces W̃hṽ−cr
ρṽ,wv

(resp. the

closure W̃hṽ−cr
ρṽ,wv

), which roughly parameterizing the pairs (ρv,Rv) of generic crystalline deformations
with refinements satisfying that wRv = wv (resp. wRv ≤ wv). We have also defined morphisms ιhṽ,wv :

W̃hṽ−cr
ρṽ,wv

→ Xtri(ρṽ) in the end of the proof of Theorem 4.1 sending (ρv,Rv = φ
v
) to (ρv, z

wv(hṽ)unr(φ
v
)).

https://stacks.math.columbia.edu/tag/07NZ
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Let ιh,w :=
∏

v∈Sp
ιhṽ,wv

:
∏

v∈Sp
W̃hṽ−cr

ρṽ,wv
→
∏

v∈Sp
Xtri(ρṽ) = Xtri(ρp). Then the point

(
ρp, z

w(h)unr(φ)
)

is in the image of ιh,w since w ≥ wR. Denote by W̃h−cr
ρp,w

=
∏

v∈Sp
W̃hṽ−cr

ρṽ,wv
and W̃h−cr

ρp,w
=
∏

v∈Sp
W̃hṽ−cr

ρṽ,wv
.

We take an affinoid neighbourhood U of
(
ρp, z

w(h)unr(φ)
)

in X and pick a small open affinoid V ⊂
ι−1
h,w(U) such that

(
ρp, z

w(h)unr(φ)
)
∈ ιh,w(V ). Then W̃h−cr

ρp,w
∩ V is Zariski open dense in V . Points in

ι ◦ ιh,w(W̃h−cr
ρp,w

∩ V )×Xp×Ug ⊂ Xp(ρ)ww0·λ ∩ (ι(X)×Xp×Ug) are generic crystalline. Hence by the

discussion above for the case w = wR, we have ι ◦ ιh,w(W̃h−cr
ρp,w

∩ V )× Xp × Ug ⊂ Yp(ρ)ww0·λ, i.e.

(W̃h−cr
ρp,w

∩ V )× Xp × Ug ⊂ ((ι ◦ ιh,w)× id× id)
−1

(Yp(ρ)ww0·λ).

Since Yp(ρ)ww0·λ is Zariski closed in Xp(ρ), ((ι ◦ ιh,w)× id× id)
−1

(Yp(ρ)ww0·λ) ∩ (V × Xp × Ug) is
Zariski closed in V ×Xp×Ug . Hence V ×Xp×Ug ⊂ ((ι ◦ ιh,w)× id× id)−1(Yp(ρ)ww0·λ). This implies(
(ρp, δR,w), z

)
∈ Yp(ρ)ww0·λ. □

Now we can prove our main theorem.

Theorem 4.10. Assume that there exists w′ ∈WGp
/WPp

such that the point(
(ρp, δR,w′), z

)
∈ ι
(
Xtri(ρp)

)
× (Xρp × Ug)

is in Xp(ρ)(L) where ρp is generic crystalline and R is a refinement of ρp. Then
(
(ρp, δR,w), z

)
∈

Xp(ρ)(L) if and only if w ≥ wR in WGp
/WPp

.

Proof. The “only if” part follows from Theorem 4.1.
By [16, Thm. 5.5] and the assumption

(
(ρp, δR,w′), z

)
∈ Xp(ρ), we can assume(

(ρp, δR,w0
), z
)
∈ Xp(ρ).

We prove the “if” part by descending induction on the integers ℓ ≤ lgPp
(w0) for the following induction

hypothesis:
Hℓ : if yw0

=
(
(ρp, δR,w0

), z
)
∈ Xp(ρ) is a generic crystalline point of Hodge-Tate weights h with a

refinement R, then for any w such that w ≥ wR and lgPp
(w) ≥ ℓ, the point yw :=

(
(ρp, δR,w), z

)
∈

ι
(
Xtri(ρp)

)
× Xρp × Ug is in Xp(ρ).

For ℓ = lgPp
(w0), there is nothing to prove. We now assumeHℓ and proveHℓ−1.

Firstly, the assertion of Hℓ−1 holds under Hℓ automatically for any generic crystalline yw0 and w if
lgPp

(wR) ≥ ℓ. By Proposition 4.7,Hℓ implies that if yw0 as above is in Xp(ρ) and lgPp
(wR) = ℓ−1, then

ywR ∈ Xp(ρ). By Proposition 4.9, ywR ∈ Yp(ρ)wRw0·λ (Proposition 4.7 and 4.9 are proved for L-points,
but the equivalent statements for companion constituents can be proved in the same way after enlarging the
coefficient field L).

Thus, the assertion ofHℓ−1 holds at least for generic crystalline points yw0 such that lgPp
(wR) = ℓ− 1.

For more general crystalline generic points yw0
, w ≥ wR and lgPp

(w) ≥ ℓ − 1, we will show that yw lies
in the closure of points y′w =

(
(ρ′p, δR′,w), z

)
, the companion points of generic crystalline points of the

form y′w0
=
(
(ρ′p, δR′,w), z

)
∈ Xp(ρ) such that lgPp

(wR′) = ℓ− 1. Since y′w are in Xp(ρ) by the previous
discussions, yw will be also in Xp(ρ).

We take an arbitrary yw0
:=
(
(ρp, δR,w0

), z
)
∈ Xp(ρ) as in the hypothesisHℓ−1, we need to prove that

for any w such that w ≥ wR, lgPp
(w) = ℓ−1, we have yw ∈ Xp(ρ). We may assume lgPp

(wR) ≤ ℓ−1 and
by proving the equivalent statement on companion constituents, we may assume yw0

is an L-point. Recall as
in the proof of Theorem 4.1 or Proposition 4.9, for each v ∈ Sp, there is a variant of crystalline deformation
space ιhṽ,wv,0

: W̃hṽ−cr
ρṽ

↪→ Xtri(ρṽ) with the image consisting of generic crystalline points with weights

wv,0(hṽ) and for each w ∈ (Sn)Σv/WPv , there exists a Zariski locally closed subset W̃hṽ−cr
ρṽ,wv

and its

closure W̃hṽ−cr
ρṽ,wv

= ∪w′
v≤wv

W̃hṽ−cr
ρṽ,w

′
v

with an injection ιhṽ,wv
: W̃hṽ−cr

ρṽ,wv
↪→ Xtri(ρṽ) sending (ρṽ, φṽ

) to(
ρṽ, z

wv(hṽ)unr(φ
ṽ
)
)

. The image of ιhṽ,wv
consists of generic crystalline points of the weight wv(hṽ)

such that the relative positions of the trianguline filtrations and the Hodge filtrations are parameterized by
some w′

v ≤ wv in (Sn)Σv/WPv
. We let ιh,w0

:=
∏

v∈Sp
ιhṽ,wv,0

(resp. ιh,w :=
∏

v∈Sp
ιhṽ,wv

) be the

embedding of W̃h−cr
ρp

:=
∏

v∈Sp
W̃hṽ−cr

ρṽ
(resp. W̃h−cr

ρp,w
:=
∏

v∈Sp
W̃hṽ−cr

ρṽ,wv
) into Xtri(ρp).

Take w ∈WGp
/WPp

such that w ≥ wR and lgPp
(w) = ℓ−1. Let ι(X)×Xp×Ug be an irreducible com-

ponent of Xp(ρ) passing through yw0
where X is the irreducible component of Xtri(ρp) passing through
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ι−1(ρp, δR,w0
) and Xp is an irreducible component of Xρp . We take an affinoid open neighbourhood U

of the point ι−1(ρp, δR,w0
) in X . Since wR ≤ w, the point ι−1(ρp, δR,w0

) =
(
ρp, z

w0(h)unr(φ)
)

is

in ιh,w0
(W̃h−cr

ρp,w
). Hence the intersection V := W̃h−cr

ρp,w
∩ ι−1

h,w0
(U) is Zariski open dense in the affinoid

V := W̃h−cr
ρp,w

∩ ι−1
h,w0

(U) (we take U small enough so that ι−1
h,w0

(U) ∩ W̃h−cr
ρp

= ι−1
h,w0

(U) ∩ X̃h−cr
ρp

where

X̃h−cr
ρp

:=
∏

v∈Sp
X̃hṽ−cr

ρṽ
) and (ρp, φ) ∈ V . Then (ι ◦ ιh,w0

(V )) × Xp × Ug is a subset in Xp(ρ). Any
point in the subset satisfies the condition in Hℓ−1 and for these points, wR = w, lgPp

(wR) = ℓ − 1.
Hence their companion points (ι ◦ ιh,w(V )) × Xp × Ug is contained in Xp(ρ) by the discussion in the
beginning of the proof where we have used Proposition 4.7 and Hℓ. We get that the preimage of Xp(ρ)

under the map (ι ◦ ιh,w) × id × id : W̃h−cr
ρp,w

× Xp × Ug → ι (Xtri(ρp)) × Xp × Ug contains the Zariski

closure of V × Xp × Ug inside V × Xp × Ug which is equal to V × Xp × Ug . This means that the point
yw =

(
ι
(
ρp, z

w(h)unr(φ)
)
, z
)

is in Xp(ρ). HenceHℓ−1 holds. □

Remark 4.11. In the proof of [18, Thm. 5.3.3], results in Theorem 4.10 were obtained under the assumption,
in addition to regular weights, that z is in the smooth locus of Xρp × Ug which is certainly expected to be
not necessary. Our proof realizes this expectation!

Finally, we state the theorem for p-adic automorphic forms. Recall that there is a closed embedding
Y (Up, ρ) ↪→ Xp(ρ) from the eigenvariety to the patched one and remark that we always assume all the
hypotheses in §4.2. Proposition 4.9 and Theorem 4.10 immediately imply the following theorem.

Theorem 4.12. Let ρ : Gal(F/F )→ GLn(L) be a continuous representation such that ρp = (ρ|GFṽ
)v∈Sp

is generic crystalline. Assume that ρ corresponds to a point (ρ, δR,w′) ∈ Y (Up, ρ)(L) ⊂ Spf(Rρ,S)
rig ×L

T̂p,L where R is a refinement of ρp and w′ ∈ WGp/WPp . Let mρ be the maximal ideal of Rρ,S [
1
p ] cor-

responding to ρ. Let λ be the weight of δR,w0
. Then (ρ, δR,w) ∈ Y (Up, ρ) if and only if w ≥ wR in

WGp
/WPp

, and for all w ≥ wR,

HomGp

(
FGp

Bp

(
L(−ww0 · λ), δR,smδ

−1
Bp

)
, Ŝ(Up, L)anmS [mρ]

)
̸= 0.

Proof. Recall the action of Rρ,S on Ŝ(Up, L)mS factors through a quotient Rρ,S . And there is an ideal a of
R∞, a surjection R∞/aR∞ ↠ Rρ,S and an isomorphism

Ŝ(Up, L)mS ≃ Π∞[a]

that is compatible with the action of R∞ and Rρ,S on the two sides.
Suppose that under the closed embedding Y (Up, ρ) ↪→ Xp(ρ), (ρ, δR,w′) is sent to the point x =

((ρp, δR,w′), z) ∈ Xp(ρ). Let rx = (ρp, z) and let mrx be the maximal ideal of R∞[ 1p ] corresponding to
rx. Then mrx contains a. Hence there is an isomorphism of Gp-representations

Ŝ(Up, L)anmS [mρ] ≃ Πan
∞ [mrx ].

Note that (ρ, δR,w) ∈ Y (Up, ρ) is equivalent to HomTp
(δR,w, JBp

(Ŝ(Up, L)anmS [mρ])) ̸= 0. Hence the
assertions of the theorem follows from similar statements replacing Ŝ(Up, L)anmS [mρ] by Πan

∞ [mrx ], which
are true by Proposition 4.9 and Theorem 4.10. □

5. THE PARTIAL EIGENVARIETY

In this section, we use Ding’s partial eigenvariety ([32]) to prove some general result on the relationship
between partially classical finite slope locally analytic representations and partially de Rham properties of
trianguline (φ,Γ)-modules (Theorem 5.15) which has been used for Theorem 4.4. Most results around the
partial eigenvariety in this section except for those in §5.6 and §5.7 are essentially due to Ding, and we
adapt his results for the patching module.

5.1. Notation. We keep the notation and assumptions in §4.2 and §4.3.
For each v ∈ Sp, let Qv be a standard parabolic subgroup of GLn/Fṽ

(not ResFṽ/Qp
(GLn/Fṽ

) ×Qp

L!) containing the Borel subgroup of upper-triangular matrices. Write Qv = MQvNQv for the standard
Levi decomposition where MQv is the standard Levi subgroup containing the diagonal torus and NQv is
the unipotent radical. For an algebraic reductive group H , we use the notation H ′ to denote the derived
subgroup of H . We also use the same notation Qv,MQv

, NQv
,M ′

Qv
to denote the groups of Fṽ-points

which are identified with subgroups of the p-adic Lie group Gv via iṽ : G(F+
v ) ≃ GLn(Fṽ). We have
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p-adic Lie groups Qp :=
∏

v∈Sp
Qv,MQp

:=
∏

v∈Sp
MQv

,M ′
Qp

:=
∏

v∈Sp
M ′

Qv
, etc.. Assume for

each v ∈ Sp, the standard Levi MQv
is the group of diagonal block matrices of GLn/Fṽ

of the form
GLqv,1/Fṽ

× · · ·×GLqv,tv/Fṽ
where n = qv,1 + · · ·+ qv,tv . We let q̃v,i =

∑i
j=1 qv,j for any v, 1 ≤ i ≤ tv

and let q̃v,0 = 0. Let BQp = Bp∩MQp , BQp = Bp∩MQp and write BQp = TpUQp (resp. BQp = TpUQp )
for the Levi decomposition of BQp

(resp. BQp
).

We have p-adic Lie subgroups T ′
Qp

:= Tp ∩M ′
Qp

, B′
Qp

:= T ′
Qp

UQp
and ZMQp

the center of MQp
.

Recall g =
∏

v∈Sp

∏
τ∈Σv

gτ and similarly we let mQp
=
∏

v∈Sp

∏
τ∈Σv

mQv,τ (resp. m′
Qp

=∏
v∈Sp

∏
τ∈Σv

m′
Qv,τ

, resp. t′Qp
=
∏

v∈Sp

∏
τ∈Σv

t′Qv,τ
, resp. b′Qp

=
∏

v∈Sp

∏
τ∈Σv

b′Qv,τ
, resp. zMQp

=∏
v∈Sp

∏
τ∈Σv

zMQv ,τ
, etc.) be the base change to L of the Qp-Lie algebra of the p-adic Lie group MQp

(resp. M ′
Qp

, resp. T ′
Qp

, resp. B′
Qp

, resp. ZMQp
, etc.). We have t = t′Qp

× zMQp
,mQp = m′

Qp
× zMQp

and
the morphism ZMQp

×M ′
Qp
→MQp is locally an isomorphism.

We pick an arbitrary nonempty subset J of Σp and set Jv = J ∩ Σv for v ∈ Sp. We let m′
Qp,J

:=∏
v∈Sp

∏
τ∈Jv

m′
Qv,τ

, t′Qp,J
:=
∏

v∈Sp

∏
τ∈J t′Qv,τ

, etc.. We will only need the case when |J | = 1 but
adding this extra assumption will not simplify the notation.

We fix a uniform pro-p normal subgroup Hp =
∏

v∈Sp
Hv of the maximal compact subgroup Kp =∏

v∈Sp
Kv =

∏
v∈Sp

i−1
ṽ (GLn(OFṽ

)) of Gp where each Hv is good Fṽ-analytic with an Iwahori decom-
position as in [36, Def. 4.1.3]. Let UQp,0 = UQp ∩Hp,MQp,0 = MQp ∩Hp, NQp,0 = NQp ∩Hp, T ′

Qp,0
=

T ′
Qp
∩Hp, etc. and define UQv,0, etc similarly. Let Z+

MQp
=
∏

v∈Sp
Z+
MQv

(resp. T+
p =

∏
v∈Sp

T+
v , resp.

T+
MQp

=
∏

v∈Sp
T+
MQv

) be the submonoid of ZMQp
(resp. Tp, resp. Tp) consisting of elements t such that

tNQp,0t
−1 ⊂ NQp,0 (resp. tNBp,0t

−1 ⊂ NBp,0, resp. tUQp,0t
−1 ⊂ tUQp,0). We use the notation (−)fs

to denote Emerton’s finite slope part functor [36, Def. 3.2.1] with respect to one of the submonoids Z+
MQp

,

T+
p or T+

MQp
of Tp where the exact meaning will be clear from the context.

Recall that Π∞ is the patched representation of Gp and Πan
∞ denotes the subspace of locally R∞-analytic

vectors of Π∞. We have an integer q, a ring S∞ in [17, §3.2] and we fix an isomorphism S∞ ≃ OL[[Zq
p]].

If H is a group, we denote by H̃ := H × Zq
p. Then Π∞ is equipped with an action of G̃p from the action

of S∞ → R∞ ([17, §3.1]). Since the patching module M∞ is finite projective over S∞[[Kp]] ([17, Thm.
3.5]), it is finite free over S∞[[Hp]] as the ring S∞[[Hp]] is local. Hence Π∞|H̃p

≃ C(H̃p, L)
m for some

integer m where C(H̃p, L) denotes the space of continuous functions over H̃p with coefficients in L. By
[17, Prop. 3.4], JQp

(Πan
∞) is an essentially admissible locally Qp-analytic representation ([40, Def. 6.4.9])

of Zs
p ×MQp

for some surjection OL[[Zs
p]] ↠ R∞ where JQp

is the Emerton’s Jacquet module functor
with respect to the parabolic subgroup Qp. By definition ([36, Def. 3.4.5]), JQp

(Πan
∞) is the finite slope

part of Π
an,NQp,0

∞ with respect to the action of the submonoid Z+
MQp

of ZMQp
.

5.2. The partial Emerton-Jacquet module functor. We recall the notion of locally Σp \J-analytic repre-
sentations introduced in [66, §2] (also see [28, §6.1] or [30, Appendix B]) and the partial Emerton-Jacquet
module defined in [32, §2.2.2].

Suppose that V is a locally Qp-analytic representation of MQp
=
∏

v∈Sp
MQv

over L. A vector v ∈ V

is called locally Σp \ J-analytic with respect to the derived subgroup M ′
Qp

if the differential of the locally
analytic function on M ′

Qp
: g 7→ gv at the identity e ∈ M ′

Qp
, which a priori lies in HomQp(TeM

′
Qp

, V ) =

HomL(m
′
Qp

, V ), vanishes on m′
Qp,J

=
∏

v∈Sp

∏
τ∈Jv

m′
Qv,τ

. Remark that since the adjoint action of M ′
Qv

on m′
Qv

is Fṽ-linear, Ad(M ′
Qp

)m′
Qp,J

= m′
Qp,J

.

We fix a tuple λ̃J = (λ̃τ )τ∈J = (λ̃τ,1, · · · , λ̃τ,n)τ∈J ∈ (Zn)J such that λ̃τ,i ≥ λ̃τ,j for all i ≥
j, τ ∈ J . We identify λ̃J with an element in t∗ := HomL(t, L) that vanishes on

∏
τ∈Σp\J tτ . De-

note by λ′
J the image of λ̃J in (t′Qp

)∗ := HomL(t
′
Qp

, L). Then there exists a unique algebraic repre-
sentation of

∏
v∈Sp

ResFṽ/Qp

(
M ′

Qv

)
⊗Qp

L over L with the highest weight λ′
J . Let LM ′

Qp
(λ′

J) be the
associated Qp-algebraic representation of the p-adic Lie group M ′

Qp
over L via the embedding M ′

Qp
=∏

v∈Sp
M ′

Qv
(Fṽ) ↪→

∏
v∈Sp

ResFṽ/Qp

(
M ′

Qv

)
L
(L). The U(m′

Qp
)-module LM ′

Qp
(λ′

J) is the unique ir-
reducible quotient of U(m′

Qp
) ⊗U(b′

Qp
) λ

′
J or U(m′

Qp,J
) ⊗U(b′

Qp,J )
λ′
J (elements in m′

Qv,τ
act as zero on

the module if τ /∈ Jv). We equip LM ′
Qp

(λ′
J) with an action of mQp

= m′
Qp
⊕ zMQp

where the action of
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zMQp
is given by λ̃J and denote by LMQp

(λ̃J) for the Qp-algebraic MQp
-representation on LM ′

Qp
(λ′

J).

Let LMQp
(λ̃J)

′ := HomL

(
LMQp

(λ̃J), L
)

be the usual dual representation of MQp
.

If V is a locally Qp-analytic representation of MQp over L, let
(
V ⊗L LMQp

(λ̃J)
′
)Σp\J−an

be the

closed L-subspace of V ⊗L LMQp
(λ̃J)

′ generated by locally Σp \ J-analytic vectors with respect to the

diagonal action of M ′
Qp

. Then
(
V ⊗L LMQp

(λ̃J)
′
)Σp\J−an

is a locally Σp \ J-analytic representation of
M ′

Qp
in the sense of [66, Def. 2.4] and is stable under the action of MQp . We have

HomU(m′
Qp,J )

(
LMQp

(λ̃J), V
)
≃
(
LMQp

(λ̃J)
′ ⊗L V

)Σp\J−an

as topological representations of MQp
(cf. [28, Rem. 6.1.5]) where the action on the left hand side is the

natural one as in [18, §5.2].
Now assume that V is an essentially admissible locally Qp-analytic representation of Zs

p ×Gp. We will
take V = Πan

∞ = ΠR∞−an
∞ and the action of Zs

p is given by OL[[Zs
p]] ↠ R∞ or s = q and OL[[Zq

p]]
∼→

S∞ → R∞. We let Zs
p act trivially on LMQp

(λ̃J). Then JQp
(V ) is an essentially admissible representation

of Zs
p ×MQp

by [36, Thm. 4.2.32]. We define

JQp
(V )λ′

J
:= HomU(m′

Qp,J )

(
LMQp

(λ̃J), JQp
(V )

)
⊗L LMQp

(λ̃J)

equipped with the diagonal action of Zs
p ×MQp

. There is a natural Zs
p ×MQp

-equivariant morphism:

HomU(m′
Qp,J )

(
LMQp

(λ̃J), JQp(V )
)
⊗L LMQp

(λ̃J)→ JQp(V ) : f ⊗ v 7→ f(v).(5.1)

Lemma 5.1. The representation JQp
(V )λ′

J
of Zs

p × MQp
depends only on λ′

J (in particular on J , but

not on the lift λ̃J ). The morphism (5.1) is a closed embedding and identifies JQp
(V )λ′

J
with a closed

Zs
p ×MQp

-sub-representation of JQp
(V ).

Proof. For the injection, we can apply [28, Prop. 6.1.3] with respect to M ′
Qp

. The last assertion follows
from the same arguments in [29, Cor. B.2] and we prove it now. Since JQp

(V ) is an essentially admissible
representation of Zs

p × MQp
, JQp

(V ) ⊗L LMQp
(λ̃J)

′ ⊗L LMQp
(λ̃J) is also an essentially admissible

representation of Zs
p ×MQp

by Lemma 5.2 below. By [40, Prop. 6.4.11], the closed sub-representation
JQp(V )λ′

J
is an essentially admissible representation of Zs

p ×MQp . Thus the injection JQp(V )λ′
J
↪→ V of

essentially admissible representations of Zs
p ×MQp is a closed embedding by loc. cit.. □

Lemma 5.2. Assume that V is an essentially admissible locally analytic representation over L of a locally
analytic group G where the center Z of G is topologically finitely generated. If W is a finite-dimensional
locally analytic representation over L of G on which the action of Z is trivial, then V ⊗L W is also
essentially admissible.

Proof. We have (V ⊗L W )′ ≃ V ′ ⊗L W ′ as topological vector spaces. Since V is essentially admissible,
by definition, there exists a covering of Ẑ by open affinoids Ẑ1 ⊂ Ẑ2 ⊂ · · · and a sequence H0 ⊃ H1 ⊃
H2 · · · of rigid analytic open subgroups with respect to a compact open subgroup H = H0(Qp) of G
as in [40, §5.2] such that the strong dual V ′, as a coadmissible module over the Fréchet-Stein algebra
Can(Ẑ, L)⊗̂LD(H,L), is isomorphic to lim←−n

Can(Ẑn, L)⊗̂LD(H◦
n, H)⊗̂Can(Ẑ,L)⊗̂LD(H,L)V

′ ([40, Thm.

1.2.11, Def. 6.4.9]). Here L denotes the coefficient field, Can(Ẑ, L) (resp. Can(Ẑn, L)) is the algebra
of rigid analytic functions on Ẑ (resp. Ẑn) ([40, Def. 2.1.18]), D(H,L) is the algebra of locally Qp-
analytic distributions on H and D(H◦

n, H) is the strong dual of H◦
n-analytic functions on H as [36, (4.1.2)].

The isomorphism Can(Ẑ, L)⊗̂LD(H,L) ≃ lim←−n
Can(Ẑn, L)⊗̂LD(H◦

n, H) defines a weak Fréchet-Stein

structure on Can(Ẑ, L)⊗̂LD(H,L) ([40, Def. 1.2.6, Lem. 1.1.29]). We write A = Can(Ẑ, L)⊗̂LD(H,L)

and An = Can(Ẑn, L)⊗̂LD(H◦
n, H).

The Dirac distribution L[H](⊂ D(H,K)) ([64, §2, §3]), as well as L[Z](⊂ D(Z,L) ⊂ Can(Ẑ, L))
([40, Prop. 6.4.6]), acts on (V ⊗L W )′ = V ′ ⊗L W ′ diagonally where L[Z] acts trivially on the second
factor W ′ since Z acts trivially on W ′.

Denote by ρ the action of H on W ′. There are two ring homomorphisms α : L[H] → L[H] ⊗L

EndL(W
′), h 7→ h ⊗ 1, β : L[H] → L[H] ⊗L EndL(W

′), h 7→ h ⊗ ρ(h) and a map γ : L[H] ⊗L

EndL(W
′) → L[H] ⊗L EndL(W

′) : h ⊗ m 7→ h ⊗ ρ(h)m such that β = γ ◦ α. By [48, Prop. 4.4],
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for each (large enough) n, α, β, γ can be extended uniquely to continuous maps αn, βn : D(H◦
n, H) →

D(H◦
n, H) ⊗L EndL(W

′) and γn : D(H◦
n, H) ⊗L EndL(W

′) → D(H◦
n, H) ⊗L EndL(W

′) such that
βn = γn ◦ αn. Taking the complete tensor product with Can(Ẑn, L), we get similar maps α′

n, β
′
n : An →

An⊗LEndL(W
′) and γ′

n : An⊗LEndL(W
′)→ An⊗LEndL(W

′) extending the maps α′ = id⊗Lα, β
′ =

id⊗L β : L[Z]⊗L L[H]→ L[Z]⊗L L[H]⊗L EndL(W
′) and γ′ = id⊗L γ.

The tensor product Un :=
(
An⊗̂AV

′)⊗L W ′ is naturally an An ⊗L EndL(W
′)-module where An, as

well as L[Z]⊗LL[H], acts on the second factor W ′ trivially. Then as in [48, Prop. 4.6], the map β′
n : An →

An ⊗L EndL(W
′) equips Un a twisted action of An extending the diagonal action of L[Z] ⊗L L[H] on

Un. Since Un is a finitely generated An⊗LEndL(W )-module and An⊗LEndL(W ) is a finitely generated
An-module with respect to the action of An via both α′

n and β′
n by [48, Cor. 4.5], we get that Un is a

finitely generated An-module and we have an isomorphism An⊗̂An+1Un+1 ≃ Un with the twisted actions.
Hence lim←−n

Un is a coadmissible module over the Fréchet-Stein algebra A ([40, Def. 1.2.8]). The action
of A extends the action of L[Z] ⊗L L[H] on (V ⊗ W )′ via the isomorphism V ′ ⊗L W ′ ≃ lim←−n

Un of
topological vector spaces. Such extension of the action of L[Z]⊗L L[H] to A on (V ⊗L W )′ is unique by
[40, Prop. 6.4.7(ii)] and by that L[H] is dense in D(H,L) which acts continuously on (V ⊗W )′ by [64,
Lem. 3.1, Cor. 3.4], thus coincides with the usual action of A on (V ⊗L W )′. We get that V ⊗L W is an
essentially admissible representation of G. □

Lemma 5.3. There is an isomorphism

JBQp

(
JQp(V )λ′

J

)
≃ JBQp

(
HomU(m′

Qp,J )

(
LMQp

(λ̃J), JQp(V )
))
⊗L λ̃J

of essentially admissible locally Qp-analytic representations of Zs
p × Tp.

Proof. This can be proved by arguments in [32, Cor. 2.11] together with [28, Lem. 7.2.12]. Remark that
LMQp

(λ̃J) is J-algebraic in the sense of [28, §6.1.1] and LMQp
(λ̃J)

UQp,0 = LMQp
(λ̃J)

uQp,J . □

Lemma 5.4. We have(
HomU(m′

Qp,J )

(
LMQp

(λ̃J), JQp
(V )

)UQp,0
)

fs

≃
((

V NQp,0 ⊗ LMQp
(λ̃J)

′
)Σp\J−an,UQp,0

)
fs

,

where the finite slope part is taken with respect to the Hecke action of T+
MQp

for the left hand side and that
of T+

p for the right hand side.

Proof. By [36, Prop. 3.2.9],
(
V NQp,0

)
fs
⊗ LMQp

(λ̃J)
′ ≃

(
V NQp,0 ⊗ LMQp

(λ̃J)
′
)
fs

. Since the action of

Z+
MQp

commutes with m′
Qp,J

, by [36, Prop. 3.2.11], we get

(5.2) HomU(m′
Qp,J )

(
LMQp

(λ̃J), JQp
(V )

)
=

((
V NQp,0 ⊗ LMQp

(λ̃J)
′
)Σp\J−an

)
fs

.

Now the arguments of [48, Thm. 5.3(2)] or [32, Lem. 2.18] using [36, Prop. 3.2.4(ii)] shows that(((
V NQp,0 ⊗ LMQp

(λ̃J)
′
)Σp\J−an

)UQp,0

fs

)
fs

≃
((

V NQp,0 ⊗ LMQp
(λ̃J)

′
)Σp\J−an,UQp,0

)
fs

.

Combining the isomorphism above with (5.2), we get the desired isomorphism. □

5.3. An adjunction formula. We prove an adjunction formula for the partial Emerton-Jacquet module
functor based on [18, Lem. 5.2.1].

Suppose that Πan is a very strongly admissible locally Qp-analytic representation over L of Gp and
δ = zλδsm where zλ is the Qp-algebraic character of Tp of weight λ = (λτ )τ∈Σp

and δsm is a smooth
character of Tp. We write λ = λJ + λΣp\J according to the decomposition t∗ = t∗J ⊕ t∗Σp\J which means
that λJ (resp. λΣp\J ) vanishes on tΣp\J (resp. tJ ). We assume that the image of λ in (t′Qp,J

)∗ is equal to
λ′
J in §5.2. Then (see §4.3)

HomTp

(
δ, JBp

(Πan)
)
= HomGp

(
FGp

Bp

((
U(g)⊗U(b) (−λ)

)∨
, δsmδ

−1
Bp

)
,Πan

)
The U(q)-module U(q)⊗U(b) λ admits a quotient

LJ(λ) : =
(
⊗v∈Sv,τ∈Jv

LmQv,τ
(λτ )

)
⊗
(
⊗v∈Sv,τ /∈Jv

U(mQv,τ )⊗U(bQv,τ ) λτ

)
(5.3)

= LMQp
(λJ)⊗L MmQp

(λΣp\J).
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where MmQp
(λΣp\J) := U(mQp,Σp\J)⊗U(bQp,Σp\J ) λΣp\J and LMQp

(λJ) is defined as LMQp
(λ̃J) (only

with a possibly different action of zMQp ,J
). Thus there is an injection (see the beginning of §4.4 for (−)u∞

)

HomGp

(
FGp

Bp

(
Hom

(
U(g)⊗U(q) LJ(λ), L

)u∞

, δsmδ
−1
Bp

)
,Πan

)
(5.4)

↪→ HomGp

(
FGp

Bp

((
U(g)⊗U(b) (−λ)

)∨
, δsmδ

−1
Bp

)
,Πan

)
.

Recall there is a closed immersion JQp
(Πan)λ′

J
↪→ JQp

(Πan) in Lemma 5.1, which induces a closed
embedding

JBQp

(
JQp(Π

an)λ′
J

)
↪→ JBp(Π

an)

by [36, Lem. 3.4.7(iii)] and by that JBp
(Πan) ≃ JBQp

(
JQp

(Πan)
)

([48, Thm. 5.3]).

Proposition 5.5. There exists an isomorphism

HomGp

(
FGp

Bp

(
Hom

(
U(g)⊗U(q) LJ(λ), L

)u∞

, δsmδ
−1
Bp

)
,Πan

)
∼→ HomTp

(
δ, JBQp

(
JQp

(Πan)λ′
J

))
such that the following diagram commutes

HomGp

(
FGp

Bp

(
Hom

(
U(g)⊗U(q) LJ(λ), L

)u∞
, δsmδ−1

Bp

)
,Πan

)
HomTp

(
δ, JBQp

(
JQp(Π

an)λ′
J

))

HomGp

(
FGp

Bp

((
U(g)⊗U(b) (−λ)

)∨
, δsmδ−1

Bp

)
,Πan

)
HomTp(δ, JBp(Π

an))

∼

∼

(5.4)

where the right vertical arrow is induced by (5.1).

Proof. By [18, Lem. 5.2.1], [36, Prop. 3.4.9] and that U(nQp) acts trivially on LJ(λ), we have

HomGp

(
FGp

Bp

(
Hom

(
U(g)⊗U(q) LJ(λ), L

)u∞

, δsmδ
−1
Bp

)
,Πan

)
=HomTp

(
δsm,HomU(g)

(
U(g)⊗U(q) LJ(λ),Π

an
)NBp,0

)
=HomTp

(
δsm,HomU(mQp )

(
LJ(λ),Π

an[nQp
]
)NBp,0

)
=HomTp

(
δsm,HomU(mQp )

(
LJ(λ),Π

an,NQp,0
)UQp,0

)
=HomTp

(
δsm,HomU(mQp )

(
LJ(λ), JQp(Π

an)
)UQp,0

)
where the last equations are given by similar arguments as in the proof of Lemma 5.4. Similarly us-
ing U(g) ⊗U(b) λ = U(g) ⊗U(q) U(q) ⊗U(b) λ and that U(nQp) acts trivially on U(q) ⊗U(b) λ =
U(mQp

)⊗U(bQp )
λ, we get

HomGp

(
FGp

Bp

((
U(g)⊗U(b) (−λ)

)∨
, δsmδ

−1
Bp

)
,Πan

)
=HomTp

(
δsm,HomU(mQp )

(
U(mQp)⊗U(bQp )

λ, JQp(Π
an)
)UQp,0

)
Thus the injection (5.4) corresponds to the injection

HomTp

(
δsm,HomU(mQp )

(
LJ(λ), JQp

(Πan)
)UQp,0

)
↪→ HomTp

(
δsm,HomU(mQp )

(
U(mQp

)⊗U(bQp )
λ, JQp

(Πan)
)UQp,0

)
.
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Firstly, we have

HomU(mQp,J )

(
LMQp

(λJ), JQp
(Πan)

)UQp,0

=HomU(m′
Qp,J )⊗U(zMQp

,J )

(
LMQp

(λJ), JQp(Π
an)
)UQp,0

=HomU(zMQp
,J )

(
1,HomU(m′

Qp,J )

(
LMQp

(λJ), JQp
(Πan)

))UQp,0

=HomU(zMQp
,J )

(
1,HomU(m′

Qp,J )

(
LMQp

(λJ), JQp
(Πan)

)UQp,0
)

=HomU(tQp,J )

(
1,HomU(m′

Qp,J )

(
LMQp

(λJ), JQp(Π
an)
)UQp,0

)
where 1 denotes the trivial module of the universal envelope algebras and the last equality comes from that

the action of t′Qp,J
on HomU(m′

Qp,J )

(
LMQp

(λJ), JQp
(Πan)

)UQp,0

is already trivial. Similar arguments as

in Lemma 5.3 replacing λ̃J there by λJ gives

HomU(tQp,J )

(
1,HomU(m′

Qp,J )

(
LMQp

(λJ), JQp
(Πan)

)UQp,0
)

= HomU(tQp,J )

(
λJ ,

(
JQp(Π

an)λ′
J

)UQp,0
)
.(5.5)

We get

(5.6) HomU(mQp,J )

(
LMQp

(λJ), JQp(Π
an)
)UQp,0

≃ HomU(tQp,J )

(
λJ ,

(
JQp(Π

an)λ′
J

)UQp,0
)
.

Hence

HomU(mQp )

(
LJ(λ), JQp

(Πan)
)UQp,0

=HomU(mQp )

(
LMQp

(λJ)⊗L MmQp
(λΣp\J), JQp

(Πan)
)UQp,0

=HomU(mQp )

(
MmQp

(λΣp\J), LMQp
(λJ)

′ ⊗ JQp(Π
an)
)UQp,0

=HomU(t)

(
λΣp\J ,HomU(mQp,J )

(
LMQp

(λJ), JQp
(Πan)

)
[uQp

]
)UQp,0

=HomU(t)

(
λΣp\J ,HomU(mQp,J )

(
LMQp

(λJ), JQp
(Πan)

)UQp,0
)

(5.6)
= HomU(t)

(
λΣp\J ,HomU(tQp,J )

(
λJ ,

(
JQp

(Πan)λ′
J

)UQp,0
))

=HomU(t)

(
λ, (JQp(Π

an)λ′
J
)UQp,0

)
.(5.7)

Finally, we get

HomTp

(
δsm,HomU(mQp )

(
LJ(λ), JQp

(Πan)
)UQp,0

)
(5.7)
= HomTp

(
δsm,HomU(t)

(
λ,
(
JQp

(Πan)λ′
J

)UQp,0
))

=HomTp

(
δ,
(
JQp

(Πan)λ′
J

)UQp,0
)

=HomTp

(
δ, JBQp

(
JQp

(Πan)λ′
J

))
and similarly

HomTp

(
δsm,HomU(mQp )

(
U(mQp)⊗U(bQp )

λ, JQp(Π
an)
)UQp,0

)
=HomTp

(
δsm,HomU(t)

(
λ, JQp(Π

an)[uQp ]
)UQp,0

)
=HomTp

(
δsm,HomU(t)

(
λ, JQp

(Πan)UQp,0
))

=HomTp

(
δ, JQp

(Πan)UQp,0
)

=HomTp

(
δ, JBp

(Πan)
)
.
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The commutativity of the diagram in the statement of the proposition can be checked by the following
commutative diagram and by comparing with (5.1) and (5.5)

Hom
(
λJ , LMQp

(λJ)
′ ⊗ JQp(Π

an)⊗ LMQp
(λJ)

UQp,0

)
Hom

(
λJ , JQp(Π

an)
)

HomU(mQp,J )

(
LMQp

(λJ), JQp(Π
an)

)
HomU(mQp,J )

(
U(mQp,J)⊗U(bQp,J ) λJ , JQp(Π

an)
)

where we identify LMQp
(λJ)

UQp,0 = λJ . □

5.4. The partial eigenvariety. We use the partial Emerton-Jacquet functor to define the partial eigenvari-
ety and use the usual eigenvariety machinery to obtain its basic properties.

Since JBQp

(
JQp(Π

an
∞)λ′

J

)
is an essentially admissible locally analytic representation of Zs

p × Tp, the

continuous dual JBQp

(
JQp(Π

an
∞)λ′

J

)′
is the global section of a coherent sheaf over the quasi-Stein space

Spf(R∞)rig × T̂p,L. We define the partial eigenvariety Xp(ρ)(λ
′
J) to be the scheme-theoretic support of

the coherent sheaf associated with JBQp

(
JQp(Π

an
∞)λ′

J

)′
on Spf(R∞)rig × T̂p,L.

The closed embedding in Lemma 5.1 induces a closed embedding JBQp

(
JQp

(Πan
∞)λ′

J

)
↪→ JBp

(Πan
∞)

by [36, Lem. 3.4.7(iii)] and [48, Thm. 5.3]. Taking the continuous dual and then taking supports, we get a
closed embedding Xp(ρ)(λ

′
J) ↪→ Xp(ρ) of rigid analytic spaces over L. Let Xp(ρ)λ′

J
(resp. (T̂p,L)λ′

J
) be

the fiber of Xp(ρ) (resp. T̂p,L) over λ′
J via the map Xp(ρ)→ T̂p,L

wt→ t∗ → (t′Qp,J
)∗ where t∗ → (t′Qp,J

)∗

is the restriction map. Since the action of t′Qp,J
on HomU(m′

Qp,J )

(
LMQp

(λ̃J), JQp(Π
an
∞)
)UQp,0

as well as
on

JBQp

(
HomU(m′

Qp,J )

(
LMQp

(λ̃J), JQp
(Πan

∞)
))

is zero by [36, Prop. 3.2.11], by Lemma 5.3, we have a commutative diagram:

Xp(ρ)(λ
′
J) Xp(ρ)λ′

J
Xp(ρ)

(T̂p,L)λ′
J

T̂p,L

where horizontal arrows are closed immersions.
If x = (y, δ) ∈ Spf(R∞)rig × T̂p,L is a point in Xp(ρ)λ′

J
with my the maximal ideal of R∞[ 1p ] cor-

responding to y, then equivalently HomTp

(
δ, JBp(Π

an
∞ [my]⊗k(y) k(x))

)
̸= 0 and wt(δ)′J , the image of

the weight wt(δ) of δ in (t′Qp,J
)∗, is equal to λ′

J . Assume that λ := wt(δ) ∈ (Zn)Σp is integral and let
δsm := z−λδ. Then by (5.4), there is an injection

HomGp

(
FGp

Bp

(
Hom

(
U(g)⊗U(q) LJ(λ), L

)u∞

, δsmδ
−1
Bp

)
,Π∞[my]

an ⊗k(y) k(x)
)

↪→ HomGp

(
FGp

Bp

((
U(g)⊗U(b) (−λ)

)∨
, δsmδ

−1
Bp

)
,Π∞[my]

an ⊗k(y) k(x)

)
̸= 0.

Proposition 5.6. Let x = (y, δ) ∈ Xp(ρ)λ′
J
⊂ Spf(R∞)rig × T̂p,L be a point with λ = wt(δ) ∈ (Zn)Σp .

Then x is in Xp(ρ)(λ
′
J) if and only if

HomGp

(
FGp

Bp

(
Hom

(
U(g)⊗U(q) LJ(λ), L

)u∞

, δsmδ
−1
Bp

)
,Π∞[my]

an ⊗k(y) k(x)
)
̸= 0.

Proof. The point x is in Xp(ρ)(λ
′
J) if and only if HomTp

(
δ, JBQp

(
JQp

(Πan
∞)λ′

J

)
[my]⊗k(y) k(x)

)
̸= 0.

By the left exactness of Jacquet module functors ([36, Lem. 3.4.7(iii)]) and the definition of JQp
(Πan

∞)λ′
J

,
we have JBQp

(
JQp

(Πan
∞)λ′

J

)
[my] ⊗k(y) k(x) = JBQp

(
JQp

(Πan
∞ [my])λ′

J

)
⊗k(y) k(x). Since Π∞[my] is

an admissible Banach representation of Gp over k(y), we get Π∞[my]
an = Π∞[my]

R∞−an = Πan
∞ [my] by

[17, (3.3), Prop. 3.8] (cf. [17, Prop. 3.7]). Hence x ∈ Xp(ρ)(λ
′
J) if and only if

HomTp

(
δ, JBQp

(
JQp

(Π∞[my]
an)λ′

J

)
⊗k(y) k(x)

)
̸= 0.

Now the result follows by applying Proposition 5.5. □
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We now study the eigenvariety Xp(ρ)(λ
′
J) in a standard way as in [17, §3.3] or [32, §2.4].

For a uniform pro-p Lie group H which is a product of locally Fṽ-analytic groups such as Hp, we let
Cla(H,L) be the space of locally Qp-analytic functions on H with coefficients in L. For every integer
h ≥ 1, let rh = 1

ph−1(p−1)
. Let C(h)(H,L) be the subspace of Cla(H,L) defined in [26, Def. IV.1].

Then C(h)(H,L) is a Banach space over L and Cla(H,L) = lim−→h
C(h)(H,L). Let CΣp\J−an(H,L) :=

Cla(H,L)Σp\J−an (resp. CΣp\J−an,(h)(H,L) := C(h)(H,L)Σp\J−an) be the space of locally Σp \ J-
analytic functions in Cla(H,L) (resp. C(h)(H,L)) with respect to the action of H . Remark that the notion
of locally Σp \ J-analytic functions can be defined for general products of locally Fṽ-analytic manifolds
without refering to group actions, see [66, Def. 2.1]. Then CΣp\J−an(H,L) = lim−→h

CΣp\J−an,(h)(H,L)

([40, Prop. 1.1.41]). Let D(H,L) = Can(H,L)′ be the strong dual. Recall for any h, there is a closed im-
mersion of Banach algebras Dp−rh (H,L) ↪→ D<p−rh (H,L) defined in [65, §4] and note D<p−rh (H,L) =

C(h)(H,L)′ is the strong dual. Set DΣp\J−an(H,L) := CΣp\J−an(H,L)′ = lim←−h
D

Σp\J−an

<p−rh
(H,L) where

D
Σp\J−an

<p−rh
(H,L) :=

(
CΣp\J−an,(h)(H,L)

)′
.

Let DΣp\J−an

p−rh
(H,L) be the completion of DΣp\J−an(H,L) with respect to the quotient norm from the

norm on D(H,L) induced via D(H,L) ↪→ Dp−rh (H,L) (cf. [66, §2.5]). Hence we have a quotient

Dp−rh (H,L) ↠ D
Σp\J−an

p−rh
(H,L) . As CΣp\J−an,(h)(H,L) is dense in CΣp\J−an(H,L), we get an injec-

tion DΣp\J−an(H,L) ↪→ D
Σp\J−an

<p−rh
(H,L). The norm on the target is the quotient norm from the norm

on D<p−rh (H,L) where the surjectivity of D<p−rh (H,L) → D
Σp\J−an

<p−rh
(H,L) follows from the Hahn-

Banach theorem ([63, Prop. 9.2]) and the norm on D<p−rh (H,L) is the same as that on Dp−rh (H,L) when
restricted to D(H,L) ([65, P162]). Hence we get a closed embedding

D
Σp\J−an

p−rh
(H,L) ↪→ D

Σp\J−an

<p−rh
(H,L).

In conclusion, we have the following diagram of morphisms of Banach algebras over L

D<p−rh+1 (H,L) Dp−rh (H,L) D<p−rh (H,L)

D
Σp\J−an

<p−rh+1
(H,L) D

Σp\J−an

p−rh
(H,L) D

Σp\J−an

<p−rh
(H,L)

where each horizontal arrow is an injection and each vertical arrow is a surjection.
If H is moreover abelian, we let ĤL be the rigid analytic space over L parameterizing locally Qp-analytic

characters of H . The rigid analytic space T̂ ′
Qp,0,Σp\J,L := lim−→h

Sp(D
Σp\J−an

p−rh
(T ′

Qp,0
, L)) over L param-

eterizing locally Σp \ J-analytic characters of T ′
Qp,0

is strictly quasi-Stein, smooth and equidimensional

([28, Prop. 6.1.13, Prop. 6.1.14]) and is a closed analytic subspace of T̂ ′
Qp,0,L

. By [66, Prop. 2.18] (cf. [28,
§6.1.4]), the following commutative diagram is Cartesian

T̂ ′
Qp,0,Σp\J,L T̂ ′

Qp,0,L

(t′Qp,Σp\J)
∗ (t′Qp

)∗

wt wt

where t′Qp,Σp\J ≃ t′Qp
/t′Qp,J

(thus there is a closed embedding (t′Qp,Σp\J)
∗ ↪→ (t′Qp

)∗).
We pick an element z ∈ T+

p such that ∩i≥1z
iNBp,0z

−i only consists of the identity element. Assume

that zHpz
−1 is normalized by NBp,0. Denote by W0 :=

̂̃
ZMQp ,0,L

× T̂ ′
Qp,0,Σp\J,L = Spf(S∞)rig ×

ẐMQp ,0,L
× T̂ ′

Qp,0,Σp\J,L.

Lemma 5.7. There exists an admissible covering of W0 by open affinoids Sp(B1) ⊂ Sp(B2) ⊂ · · · ⊂
Sp(Bh) ⊂ · · · and for any h ≥ 1, there exist

– an orthonormalizable Banach Bh-module Vh,
– a compact Bh-map zh : Vh → Vh, continuous Bh-maps αh : Vh → Vh+1⊗̂Bh+1

Bh and βh :

Vh+1⊗̂Bh+1
Bh → Vh such that zh = βh ◦ αh and αh ◦ βh = zh+1 ⊗ 1Bh

, and
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– an isomorphism of topological D(Z̃MQp ,0
, L)⊗̂LD

Σp\J−an(T ′
Qp,0

, L)-modules((
Π

an,NQp,0

∞ ⊗ LMQp
(λ̃J)

′
)Σp\J−an,UQp,0

)′

≃ lim←−
h

Vh

such that the action of the operator πz induced by the Hecke action of z on the left hand side coincides with
the action of (zh)h∈N on the right hand side.
We can summarize the datum in the following commutative diagram:((

Π
an,NQp,0

∞ ⊗ LMQp
(λ̃J)

′
)Σp\J−an,UQp,0

)′
· · · Vh+1 Vh+1⊗̂Bh+1

Bh Vh

((
Π

an,NQp,0

∞ ⊗ LMQp
(λ̃J)

′
)Σp\J−an,UQp,0

)′
· · · Vh+1 Vh+1⊗̂Bh+1

Bh Vh

βh

βh

πz zh+1 zh+1 ⊗ 1Bh
zh

αh

Proof. We have Π∞|H̃p
≃ C(H̃p, L)

m and Πan
∞ = ΠS∞−an

∞ ≃ Cla(H̃p, L)
m by [17, Prop. 3.8]. Since

H̃p = NQp,0 × M̃Qp,0 ×NQp,0, we have

(5.8) Πan
∞ ≃

(
Cla(NQp,0, L)⊗̂LCla(M̃Qp,0, L)⊗̂LCla(NQp,0, L)

)m
.

Thus

Π
an,NQp,0

∞ ≃
(
Cla(NQp,0, L)⊗̂LCla(M̃Qp,0, L)

)m
.

By the twisting lemma ([32, Lem. 2.19]), we have an isomorphism of M̃Qp,0-representations

Cla(M̃Qp,0, L)⊗ LMQp
(λ̃J)

′|
M̃Qp,0

∼→ Cla(M̃Qp,0, L)
m′

(5.9)

f ⊗ v 7→ (g 7→ f(g)gv)

for m′ = dimL LMQp
(λ̃J)

′. Hence

Π
an,NQp,0

∞ ⊗ LMQp
(λ̃J)

′ ≃
(
Cla(NQp,0, L)⊗̂LCla(M̃Qp,0, L)⊗L LMQp

(λ̃J)
′
)m

≃
(
Cla(NQp,0, L)⊗̂L

(
Cla(M̃Qp,0, L)

)m′)m

≃
(
Cla(NQp,0, L)⊗̂LCla(Z̃MQp ,0

, L)⊗̂LCla(M ′
Qp,0, L)

)r
,

where r = mm′. Then

Π
an,NQp,0

∞ ⊗ LMQp
(λ̃J)

′ ≃ lim−→
h

(
C(h)(NQp,0, L)⊗̂LC(h)(Z̃MQp ,0

, L)⊗̂LC(h)(M ′
Qp,0, L)

)r
.

Hence by [40, Prop. 1.1.41], we get(
Π

an,NQp,0

∞ ⊗ LMQp
(λ̃J)

′
)Σp\J−an

= lim−→
h

(
C(h)(NQp,0, L)⊗̂LC(h)(Z̃MQp ,0

, L)⊗̂LCΣp\J−an,(h)(M ′
Qp,0, L)

)r
= lim−→

h

C(h)(NQp,0, L)
r⊗̂LC(h)(Z̃MQp ,0

, L)⊗̂LCΣp\J−an,(h)(UQp,0, L)

⊗̂LCΣp\J−an,(h)(T ′
Qp,0, L)⊗̂LCΣp\J−an,(h)(UQp,0, L).

Thus(
Π

an,NQp,0

∞ ⊗ LMQp
(λ̃J)

′
)Σp\J−an,UQp,0

= lim−→
h

C(h)(NQp,0, L)
r⊗̂LC(h)(Z̃MQp ,0

, L)⊗̂LCΣp\J−an,(h)(UQp,0, L)⊗̂LCΣp\J−an,(h)(T ′
Qp,0, L).
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We let Wh =
(
C(h)(NQp,0, L)

r⊗̂LCΣp\J−an,(h)(UQp,0, L)
)′

. By [40, Prop. 1.1.22, Prop. 1.1.32], we get((
Π

an,NQp,0

∞ ⊗ LMQp
(λ̃J)

′
)Σp\J−an,UQp,0

)′

= lim←−
h

Wh⊗̂L

(
C(h)(Z̃MQp ,0

, L)⊗̂LCΣp\J−an,(h)(T ′
Qp,0, L)

)′
= lim←−

h

Wh⊗̂LD<p−rh (Z̃MQp ,0
, L)⊗̂LD

Σp\J−an

<p−rh
(T ′

Qp,0, L).(5.10)

Set Bh = Dp−rh (Z̃MQp ,0
, L)⊗̂LD

Σp\J−an

p−rh
(T ′

Qp,0
, L) and Vh := Wh⊗̂LBh which is an orthonormalizable

Banach Bh-module by definition [19, §2]. Then

Vh =
((
C(h)(NQp,0, L)⊗̂LCΣp\J−an,(h)(UQp,0, L)

)r
⊗̂LC(h+1)(Z̃MQp ,0

, L)⊗̂LCΣp\J−an,(h+1)(T ′
Qp,0, L)

)′
⊗̂

D
<p

−rh+1
(Z̃MQp

,0,L)⊗̂LD
Σp\J−an

<p
−rh+1

(T ′
Qp,0,L)

Bh.

As the map

Wh+1⊗̂LD<p−rh+1 (Z̃MQp ,0
, L)⊗̂LD

Σp\J−an

<p−rh+1
(T ′

Qp,0, L)→Wh⊗̂LD<p−rh (Z̃MQp ,0
, L)⊗̂LD

Σp\J−an

<p−rh
(T ′

Qp,0, L)

factors through Vh, we conclude that
((

Π
an,NQp,0

∞ ⊗ LMQp
(λ̃J)

′
)Σp\J−an,UQp,0

)′

= lim←−h
Vh.

We now track the action of the element z. The action of z sends (Π∞)
(h)

H̃p
to (Π∞)

(h)

zH̃pz−1
where (Π∞)

(h)

H̃p

is the subspace of Πan
∞ defined in [26, IV.D]. By [16, Lem. 5.2 & proof of Lem. 5.3], the action of z on Πan

∞
sends (Π∞)

(h)

H̃p
to

C(h−1)(NQp,0, L)
m⊗̂LC(h−1)(UQp,0, L)⊗̂LC(h)(Z̃MQp ,0

, L)⊗̂LC(h)(T ′
Qp,0, L)⊗̂LCla(UQp,0, L)⊗Cla(NQp,0, L)

in term of the isomorphism (5.8).
We assume that an homeomorphism Zu

p ≃ MQp,0 is chosen so that the matrix coefficients of elements
in MQp,0 are overconvergent analytic functions on Zu

p (for example, we can choose coordinates of UQp,0

and UQp,0 as a product of root groups where each is identified with some OFṽ
and coordinates of Tp,0 as

products of some 1+ϖt
Fṽ
OFṽ

with t large enough. Then the matrix coefficients are in the ring generated by
polynomials and functions of the form exp(ϖt

Fṽ
x), x ∈ OFṽ

). Since the action of g and g−1 on LMQp
(λ̃J)

′,
for g ∈ MQp,0, are given by polynomial functions on the matrix coefficients of g, g−1 compositing with
embeddings in Σp, the matrix coefficients of the twisting isomorphism (5.9) in the basis given by one of
that of LMQp

(λ̃J)
′ are overconvergent analytic functions on Zu

p . By a similar argument as in Lemma 5.8
below, for any h large enough (which we may assume from now on), there is an isomorphism(

(Π∞)
(h)

H̃p

)NQp,0

⊗ LMQp
(λ̃J)

′ ≃ C(h)(NQp,0, L)
r⊗̂LC(h)(Z̃MQp ,0

, L)⊗̂LC(h)(M ′
Qp,0, L)

and similarly the isomorphism (5.9) sends

C(h−1)(NQp,0, L)
m⊗̂LC(h−1)(UQp,0, L)⊗̂LC(h)(Z̃MQp ,0

, L)⊗̂LC(h)(T ′
Qp,0, L)⊗̂LCla(UQp,0, L)⊗̂LMQp

(λ̃J)
′

to

C(h−1)(NQp,0, L)
r⊗̂LC(h−1)(UQp,0, L)⊗̂LC(h)(Z̃MQp ,0

, L)⊗̂LC(h)(T ′
Qp,0, L)⊗̂C

la(UQp,0, L).

Hence the action of z on
(
(Π∞)

(h)

H̃p

)NQp,0

⊗ LMQp
(λ̃J)

′ sends, after (5.9),

C(h)(NQp,0, L)
r⊗̂LC(h)(Z̃MQp ,0

, L)⊗̂LC(h)(M ′
Qp,0, L)

to

C(h−1)(NQp,0, L)
r⊗̂LC(h−1)(UQp,0, L)⊗̂LC(h)(Z̃MQp ,0

, L)⊗̂LC(h)(T ′
Qp,0, L)⊗̂C

la(UQp,0, L).

Finally, we conclude that the Hecke action of z, denoted by πz , on
(
Π

an,NQp,0

∞ ⊗ LMQp
(λ̃J)

′
)Σp\J−an,UQp,0

induces a map sending(
C(h)(NQp,0, L)⊗̂LCΣp\J−an,(h)(UQp,0, L)

)r
⊗̂LC(h)(Z̃MQp ,0

, L)⊗̂LCΣp\J−an,(h)(T ′
Qp,0, L)

to (
C(h−1)(NQp,0, L)⊗̂LCΣp\J−an,(h−1)(UQp,0, L)

)r
⊗̂LC(h)(Z̃MQp ,0

, L)⊗̂LCΣp\J−an,(h)(T ′
Qp,0, L).
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Taking the dual of the above map we see that πz induces a morphism αh−1 : Vh−1 → Vh⊗̂Bh
Bh−1. We

also have a morphism βh = β′
h ⊗ 1Bh

: Vh+1⊗̂Bh+1
Bh → Vh where β′

h is induced by the dual of the
compact map

C(h)(NQp,0, L)
r⊗̂LCΣp\J−an,(h)(UQp,0, L)→ C(h+1)(NQp,0, L)

r⊗̂LCΣp\J−an,(h+1)(UQp,0, L).

Hence βh is a compact map of Banach Bh-modules. We put zh = βh◦αh. Then zh+1⊗1Bh
= αh◦βh. □

Lemma 5.8. Assume that g is an overconvergent analytic function over Zp. Then there exists C such that
for any h > C and f ∈ C(h)(Zp, L), we have gf ∈ C(h)(Zp, L).

Proof. By definition ([26, Def. IV.1]),

C(h)(Zp, L) =

{∑
n∈N

an

(
x

n

)
| lim
n→+∞

(vp(an)− rhn) = +∞

}
is a Banach space with valuation v(h)

(∑
n∈N an

(
x
n

))
= infn (vp(an)− rhn). Let f =

∑
n∈N an

(
x
n

)
∈

C(h)(Zp, L). We compute x
(∑

n∈N an
(
x
n

))
=
∑

n∈N anx
(
x
n

)
=
∑

n∈N an

(
(n+ 1)

(
x

n+1

)
+ n

(
x
n

))
=∑

n≥1 n(an + an−1)
(
x
n

)
. We have

lim
n→∞

(vp (n(an + an−1))− rhn) ≥ lim
n→+∞

min {(vp(an)− rhn) , (vp(an−1)− rh(n− 1)− rh)} = +∞

and

v(h)(x
∑
n∈N

an

(
x

n

)
) = inf

n
(vp (n(an + an−1))− rhn)

≥ inf
n

min {(vp(an)− rhn), (vp(an−1)− rh(n− 1)− rh)}

≥ inf
n
(vp(an)− rhn)− rh = v(h)(f)− rh.

We get xnf lies in C(h)(Zp, L) and v(h)(xnf) ≥ v(h)(f) − rhn for any n. Since g is analytic, we can
assume g =

∑
n∈N bnx

n. Then v(h)(bnx
nf) ≥ v(h)(f) + (vp(bn) − rhn). Since g is overconvergent and

rh → 0 if h → ∞, for h large enough, we have limn→+∞ v(h)(f) + (vp(bn) − rhn) = +∞. Hence
gf =

∑
n∈N bnx

nf converges in the Banach space C(h)(Zp, L). □

We denote byWλ′
J
:= Spf(S∞)rig× ẐMQp ,0,L

× (T̂ ′
Qp,0,L

)λ′
J

where (T̂ ′
Qp,0,L

)λ′
J

is the fiber of T̂ ′
Qp,0,L

over λ′
J via the map T̂ ′

Qp,0,L
wt→ (t′)∗

res→ (t′Qp,J
)∗. There is an isomorphism W0 → Wλ′

J
: x 7→ xzλ̃J

where zλ̃J is the character of Tp,0 on LMQp
(λ̃J)

UQp,0 in Lemma 5.3. The restriction of characters from Tp

to Tp,0 induces a morphism ωX(λ′
J )

: Xp(ρ)(λ
′
J) → Wλ′

J
. The eigenvariety machinery in [19] and [21]

leads to the following basic result on the partial eigenvariety.

Proposition 5.9. The partial eigenvariety Xp(ρ)(λ
′
J) is equidimensional and for any point in Xp(ρ)(λ

′
J),

there exists an open affinoid neighborhood U such that there exists an affinoid open subset W of Wλ′
J

satisfying that the restriction of ωX(λ′
J )

to any irreducible component of U is finite and surjective onto W .
Moreover, the image of an irreducible component of Xp(ρ)(λ

′
J) is a Zariski open subset ofWλ′

J
.

Proof. The result can be proved by a slight modification of the proofs in [17, §3.3] replacing JBp
(Πan

∞)

(resp. W∞) in loc. cit. with the module JBQp

(
HomU(m′

Qp,J )

(
LMQp

(λ̃J), JQp
(Πan

∞)
))

(resp. W0) using
Lemma 5.4 and Lemma 5.7 and then applying Lemma 5.3 to obtain the results for Xp(ρ)(λ

′
J) andWλ′

J
. □

5.5. Density of classical points. We prove the density of de Rham points on the partial eigenvariety which
will be the input for the application of the partial eigenvariety in next subsection.

Suppose x = (y, δ) ∈ Xp(ρ) ⊂ Spf(R∞)rig × T̂p,L is a point such that λ = wt(δ) is in (Zn)Σp and is
dominant with respect to b. The U(g)-module U(g) ⊗U(b) λ (and its quotient U(g) ⊗U(q) LJ(λ) in §5.3)
admits a unique irreducible quotient L(λ), and hence

FGp

Bp

(
Hom

(
U(g)⊗U(q) LJ(λ), L

)u∞

, δsmδ
−1
Bp

)
,

as well as FGp

Bp
(δ), admits a locally Qp-algebraic quotient FGp

Bp

(
L(λ)′, δsmδ

−1
Bp

)
which is isomorphic to

FGp

Gp

(
L(λ)′, (Ind

Gp

Bp
δsmδ

−1
Bp

)sm
)
≃ L(λ)⊗ (Ind

Gp

Bp
δsmδ

−1
Bp

)sm (cf. [17, §3.5]). We say that x is a classical
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point if
HomGp

(
L(λ)⊗ (Ind

Gp

Bp
δsmδ

−1
Bp

)sm,Π∞[my]
an ⊗k(y) k(x)

)
̸= 0.

Remark 5.10. Our definition of classical points differs from [17, Def. 3.15] because we will consider points
that are crystabelline rather than only crystalline.

Proposition 5.11. The subset of classical points in Xp(ρ)(λ
′
J) is Zariski dense. Moreover, for any point

x = (y, δ) ∈ Xp(ρ)(λ
′
J) such that δ is locally algebraic and any irreducible component X of Xp(ρ)(λ

′
J)

such that x ∈ X , there is an affinoid open subset U of X containing x such that the subset of classical
points is Zariski-dense in U .

Proof. The proof follows that of [17, Thm. 3.19] and [32, Thm. 3.12]. For each v ∈ Sp, 1 ≤ i ≤ n, we let
γṽ,i be the element diag(ϖṽ, · · · , ϖṽ︸ ︷︷ ︸

i

, 1, · · · , 1) ∈ GLn(Fṽ) where ϖṽ is a fixed uniformizer of Fṽ .

By Proposition 5.9, we can pick a covering by open affinoids of any irreducible component of Xp(ρ)(λ
′
J)

such that ωX(λ′
J )

sends such open affinoids surjectively and finitely onto open affinoids of Wλ′
J

. For any
x = (y, δ) ∈ Xp(ρ)(λ

′
J) with δ locally algebraic, we pick a such affinoids U ⊂ Xp(ρ)(λ

′
J) and let

W = ωX(λ′
J )
(U). We prove that the subset of classical points is Zariski dense in U .

Since U is affinoid, the rigid analytic functions (y, δ) 7→ δvδ
−1
Bv

(γṽ,i) are bounded on U and thus there
exists a constant C > 0 such that C ≤ |δvδ−1

Bv
(γṽ,i)|p over U for any v ∈ Sp, i = 1, · · · , n where | · |p is

the p-adic absolute value such that |p|p = 1
p .

If δ ∈ (T̂Qp,0,L)λ′
J
= ẐMQp ,0,L

× (T̂ ′
Qp,0,L

)λ′
J

and λ = wt(δ), then for any v ∈ Sp, τ ∈ Jv , we have

λτ,q̃v,i+j − λτ,q̃v,i+j+1 = λ̃τ,q̃v,i+j − λ̃τ,q̃v,i+j+1 ≥ 0 for 1 ≤ j ≤ qv,i+1 − 1 and 0 ≤ i ≤ tv − 1. We
pick a constant C ′ > 0 such that C|τ(ϖṽ)|−1−C′

p > 1 for any v ∈ Sp, τ ∈ Σv . Then the set of points in
(T̂Qp,0,L)λ′

J
with integral dominant weights (i.e. λ ∈ (Zn)Σp and λτ,i ≥ λτ,j ,∀τ ∈ Σp, i ≤ j) satisfying

the following conditions

λτ,i − λτ,i+1 > C ′,∀i ∈ {1, · · · , n− 1} if v ∈ Sp, τ /∈ Jv(5.11)

λτ,i − λτ,i+1 > C ′,∀i ∈ {q̃v,1, · · · , q̃v,tv−1} if v ∈ Sp, τ ∈ Jv(5.12)

accumulates ([17, Def. 2.2]) at locally algebraic characters in (T̂Qp,0,L)λ′
J

.
Let Z be the subset of W consisting of points such that the images in (T̂Qp,0,L)λ′

J
via the map W ⊂

Wλ′
J
= Spf(S∞)rig× (T̂Qp,0,L)λ′

J
→ (T̂Qp,0,L)λ′

J
are locally algebraic and satisfy (5.11) and (5.12). Note

that the last map is smooth, hence open. Since U contains a point with locally algebraic character, so is W .
Hence Z is Zariski dense in W .

We claim that the set of dominant points in U satisfying the conditions (5.11) and (5.12) (i.e. ω−1
X(λ′

J )
(Z))

is Zariski dense in U . Otherwise, by the irreducibility of U , the Zariski closure of ω−1
X(λ′

J )
(Z) in U has

dimension strictly less than that of U . But the image of the closure of ω−1
X(λ′

J )
(Z) in W is a closed subset

containing Z, which must equal to W and hence shares the same dimension with U . This contradicts the
assertion on the dimension of the Zariski closure of ω−1

X(λ′
J )
(Z). Hence the claim holds (this is the argument

in the proof of [17, Thm. 3.19]).
We will show that any point in ω−1

X(λ′
J )
(Z) is classical which allows us to conclude that the set of classical

points is Zariski-dense in U . The Zariski density of the classical points in the whole Xp(ρ)(λ
′
J) then follows

from the fact that the set of locally algebraic characters is Zariski dense in (T̂Qp,0,L)λ′
J

and the last assertion
in Proposition 5.9.

Now we assume that x = (y, δ) ∈ U ⊂ Xp(ρ)(λ
′
J) ⊂ Spf(R∞)rig× T̂p,L is a point such that the weight

λ of δ is integral dominant and satisfies (5.11) and (5.12). We prove that x is a classical point.
Remark that the conditions (5.11) and (5.12) are some “small slope” conditions and the proof of the

classicality will be essentially the same with the usual case (i.e., for points on Xp(ρ) as in [17, Thm. 3.19]).
However, we cannot directly cite the proof of [17, Thm. 3.19]. This is because that under the restriction of
the weights on the partial eigenvariety Xp(ρ)(λ

′
J), the points that satisfy the full “small slope” condition as

in [17, (3.11)] can not be Zariski dense. The condition (5.11) and (5.12) here is only some weaker “small
slope” condition. To prove the classicality, one will need furthermore to use the fact that x is “partially
classical”, i.e., x lies in the partial eigenvariety Xp(ρ)(λ

′
J). Ding has already proved such results in special

cases in [28] and [32]. Since a direct reference is not available for our situation, we would like to write
down the details of the proof below.
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Without loss of generality, we assume that the residue field of x is L. By Proposition 5.6, there is a
non-zero morphism

FGp

Bp

(
Hom

(
U(g)⊗U(q) LJ(λ), L

)u∞

, δsmδ
−1
Bp

)
↪→ Π∞[my]

an.

By definition (see §5.3),

U(g)⊗U(q) LJ(λ) =
(
⊗v∈Sv,τ∈Σv\Jv

U(gτ )⊗U(bτ ) λτ

)
⊗
(
⊗v∈Sv,τ∈Jv

U(gτ )⊗U(qτ ) LmQv,τ
(λτ )

)
.

Hence the irreducible subquotients of U(g) ⊗U(q) LJ(λ) are L(ww0 · λ) = ⊗τ∈ΣpL(wτwτ,0 · λτ ) where
w = (wτ )τ∈Σp

, w0 = (wτ,0)τ∈Σp
such that if τ ∈ Jv , then L(wτwτ,0 ·λτ ) is a subquotient of U(gτ )⊗U(qτ )

LmQv,τ
(λτ ). In particular, the weight wτwτ,0 · λτ is mQv,τ -dominant (with respect to bQv,τ ) by [50, Prop.

9.3(e)]. We fix one such w as above and assume HomGp

(
FGp

Bp

(
L(−ww0 · λ), δsmδ−1

Bp

)
,Π∞[my]

an
)
̸= 0.

We need prove w = w0.
For each v ∈ Sp, let Pw,v = MPw,vNPw,v be the standard parabolic subgroup of upper-triangular block

matrices in GLn/Fṽ
with the standard Levi decomposition such that Pw,v is maximal for wvwv,0 ·λ (i.e the

opposite Pw,v is the maximal parabolic subgroup such that L(−wvwv,0 · λv) ∈ Opw,v ). We also use the
same notation Pw,v = MPw,vNPw,v for the associated p-adic Lie groups and let Pw,p =

∏
v∈Sp

Pw,v , etc..
Any irreducible constituent of

FGp

Bp

(
L(−ww0 · λ), δsmδ−1

Bp

)
≃ FGp

Pw,p

(
L(−ww0 · λ), (Ind

Mw,p

Bp∩Mw,p
δsmδ

−1
Bp

)sm
)

has the form FGp

Pw,p

(
L(−ww0 · λ), πMPw,p

)
for some irreducible constituent πMPw,p

of the smooth in-

duction (Ind
Mw,p

Bp∩Mw,p
δsmδ

−1
Bp

)sm (cf. [15, Thm 2.3(ii)(iii), (2.6)]). The central character of πMPw,p
is

δsmδ
−1
Bp

. Since at least one of such irreducible constituents appears in Π∞[my], by [15, Cor. 3.5], we get
that zww0·λδsmδ

−1
Bp

(z) ∈ OL for any z lies Z+
MPw,p

where ZMPw,p
is the center of MPw,p

. Equivalently, for
any v ∈ Sp,

(5.13) zwvwv,0·λvδv,smδ
−1
Bv

(z) ∈ OL

for any z ∈ Z+
MPw,v

.
Firstly assume that there exist v ∈ Sp, τ ∈ Σv \ Jv such that wτ ̸= wτ,0. Then Pw,v ̸= Gv . By (the

proof of) [17, Prop. 5.4], there exists iv ∈ {1, · · · , n} such that γṽ,iv ∈ Z+
MPw,v

and |γwτwτ,0·λτ−λτ

ṽ,iv
|p ≥

|τ(ϖṽ)|
−1−mini(λτ,i−λτ,i+1)
p . Since for any τ ′ ∈ Σv, λτ ′+ρτ ′ is strictly dominant and wτ ′wτ ′,0·λτ ′−λτ ′ =

wτ ′wτ ′,0(λτ ′ + ρτ ′)− (λτ ′ + ρτ ′), we have |γwτ′wτ′,0·λτ′−λτ′

ṽ,iv
|p ≥ 1. Hence by (5.11) we get

|γwvwv,0·λv

ṽ,iv
δv,smδ

−1
Bv

(γṽ,iv )|p = |γwvwv,0·λv−λv

ṽ,iv
δvδ

−1
Bv

(γṽ,iv )|p ≥ C|τ(ϖṽ)|−1−mini(λτ,i−λτ,i+1)
p > 1

which contradicts (5.13).
Now we assume wτ = wτ,0 for every τ /∈ J . Then for any v ∈ Sp, Pw,v ⊃ Qv . Assume wτ ̸= wτ,0

for some v ∈ Sp, τ ∈ Jv . By (the proof of) [32, Lem. 3.18], there exists iv ∈ {q̃v,1, · · · , q̃v,tv−1} such

that γṽ,iv ∈ Z+
MPw,v

and |γwτwτ,0·λτ−λτ

ṽ,iv
|p ≥ |τ(ϖṽ)|

−1−mini(λτ,q̃v,i
−λτ,q̃v,i+1)

p . As in the previous step, by
(5.12), we have

|γwvwv,0·λv

ṽ,iv
δv,smδ

−1
Bv

(γṽ,iv )|p = |γwvwv,0·λv−λv

ṽ,iv
δvδ

−1
Bv

(γṽ,iv )|p ≥ C|τ(ϖṽ)|
−1−mini(λτ,q̃v,i

−λτ,q̃v,i+1)
p > 1

which also contradicts (5.13).
Therefore we conclude w = w0 and the point is classical. □

Proposition 5.12. If (y, δ) =
(
(ρṽ)v∈Sp

, z, δ
)
∈ Xp(ρ) ⊂ Xρp

× (Xρp × Ug)× T̂p,L is a classical point,
then ρṽ is de Rham for any v ∈ Sp.

Proof. This is the local-global compatibility result of [20, Lemma. 4.31]. Since x is classical, after possibly
enlarging L, there is an injection L(λ) ⊗ πsm ↪→ Π∞[my], where my is the corresponding maximal ideal
of R∞[ 1p ] and πsm is some smooth representation of Gp. Let Ω be the Bernstein component containing
πsm, (J, λsm) be a semisimple Bushnell-Kutzko type for Ω, where J is compact open subgroup of Gp and
λsm is an irreducible smooth representation of J , and τ = (τṽ)v∈Sp

be the corresponding inertia type ([20,
§3.3, §3.4]). After possibly enlarging L, we assume that λsm is defined over L and then by the type theory,
there is a J-injection L(λ)⊗ λsm ↪→ L(λ)⊗ πsm ↪→ Π∞[my] (for the rationality problem, cf. [20, §3.13],
especially (3.15) in loc. cit.). We fix a J-stableOL-lattice λ◦ of L(λ)⊗λsm, then HomJ(λ

◦,Π∞[my]) ̸= 0.
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Thus HomJ(λ
◦,Π◦

∞[my]) ̸= 0 here my is viewed as an ideal of R∞ that doesn’t contain p and Π◦
∞ is the

unit ball of Π∞. By the Schikhof duality ([20, §1.8]), we get that my is in the support of M∞(λ◦) where
M∞(λ◦) := Homcont

OL[[J]](M∞, (λ◦)′)′ is finite free over S∞ (cf. [20, Lem. 4.30]), thus finite over R∞.
The methods in the proof of [20, Lem. 4.17 (1)] together with the classical local-global compatibility
when ℓ = p show that the action of R∞ on M∞(λ◦) factors through R∞ ⊗⊗̂v∈SpR

′
ρṽ

⊗̂v∈SpR
hṽ,τṽ
ρṽ

where

Rhṽ,τṽ
ρṽ

is the framed potentially semi-stable deformation ring of Kisin ([57, Thm. 2.7.6]) of inertia type
τṽ and Hodge-Tate weights hṽ associated with λv . This implies that ρṽ is potentially semi-stable for any
v ∈ Sp. □

5.6. Partially de Rham trianguline (φ,Γ)-modules. In this subsection, we use the density of de Rham
points on the partial eigenvariety and the global triangulation to prove that points on the partial eigenvariety
are “partially de Rham”.

Let x = ((ρx,p, ι(δx), zx)) =
((

ρx,ṽ, ιv(δx,v)
)
v∈Sp

, zx

)
∈ ι

(∏
v∈Sp

Xtri(ρṽ)
)
× (Xρp × Ug) be a

point in Xp(ρ) (for notation see §4.2), and assume that δx is locally algebraic and δx,v ∈ T n
v,0,∀v ∈ Sp

(Definition 4.2, or ι(δx) is generic). Then ρx,ṽ is an almost de Rham representation of GFṽ
(cf. §3.1).

The global triangulation (on Xtri(ρv)) implies that the (φ,ΓFṽ
)-module Mx,ṽ := Drig(ρx,ṽ)[

1
t ] over

Rk(x),Fṽ
[ 1t ] is equipped with a unique triangulation of parameter δx,v ([18, Prop. 3.7.1]), denoted by

{0} = Mx,ṽ,0 ⊊ · · · ⊊ Mx,ṽ,n = Mx,ṽ . Then for τ ∈ Σv , DpdR,τ (WdR (Mx,ṽ)) is equipped with
a filtration DpdR,τ (WdR(Mx,ṽ,•)) of vector spaces over k(x) together with a nilpotent linear operator
νx,τ which keeps the filtration. Recall that MQv is the group of diagonal block matrices of the form
GLqv,1/Fṽ

× · · · ×GLqv,tv/Fṽ
. For i ∈ {1, · · · , tv}, we let νx,τ,i be the action of νx,τ on

DpdR,τ

(
WdR(Mx,ṽ,q̃v,i

)
)
/DpdR,τ

(
WdR(Mx,ṽ,q̃v,i−1

)
)
.

Recall Qv is a standard parabolic subgroup of GLn/Fṽ
. We denote by Qτ := Qv ⊗Fṽ,τ L. Then νx,τ,i = 0

for all i = {1, · · · , tv} if and only if ρx,ṽ with the filtrationMx,ṽ,• is Qτ -de Rham (Definition 3.10).

Proposition 5.13. Let x be a point as above. If x is in Xp(ρ)(λ
′
J) ⊂ Xp(ρ), then ρx,ṽ with the filtration

Mx,ṽ,• is Qτ -de Rham for any τ ∈ Jv, v ∈ Sp.

Proof. We fix i ∈ {1, · · · , tv} , v ∈ Sp, τ ∈ Jv . Consider the closed immersion Xp(ρ)(λ
′
J) ↪→ Xp(ρ)

in §5.4. Let Drig(ρ
univ
ṽ ) be the (φ,ΓFṽ

)-module over RXp(ρ),Fv
associated with the universal Galois

representation ρunivṽ of GFṽ
([60, Def. 2.12]). By Lemma 5.14 below and [17, Thm. 3.19], there is a

birational proper morphism f : X ′ → Xp(ρ), a (φ,ΓFṽ
)-module M ′ over RX′,Fṽ

such that for any
x′ ∈ X ′ with δx′,v ∈ T n

v,0 (we use the same notation δv , etc. with different subscripts to denote the pull
back of the character δv , etc. from Xtri(ρp)), an isomorphism of (φ,ΓFṽ

)-module over Rk(x′),Fṽ
[ 1t ] :

M ′
x′ [ 1t ] ≃ Mx′,ṽ,q̃v,i

/Mx′,ṽ,q̃v,i−1
where Mx′,ṽ,• denotes the unique filtration of Drig(ρx′,ṽ)[

1
t ] of pa-

rameter δx′,v,1, · · · , δx′,v,n. We know X ′ is reduced. Since the Sen polynomial varies analytically and
the set of strictly trianguline points is Zariski dense, we get that the τ -Sen polynomial of M ′

x′ is equal to∏q̃v,i

j=q̃v,i−1+1(T − wtτ (δx′,v,j)) for any x′ ∈ X ′. Let X ′′ be the preimage of Xp(ρ)(λ
′
J) under f . Then

f |X′′ is still proper ([13, §9.6.2]). Let M ′
X′′ be the pullback of M ′ to X ′′ and let M ′

X′′(δ
−1
X′′,v,q̃v

) :=

M ′
X′′ ⊗RX′′,Fṽ

RX′′,Fṽ
(δ−1

X′′,v,q̃v
). Thus for any x′ ∈ X ′′, the τ -Sen weights of M ′

x′(δ
−1
x′,v,q̃v

):(
wtτ (δx′,v,q̃v,i−1+1)− wtτ (δx′,v,q̃v ), · · · ,wtτ (δx′,v,q̃v,i−1+qv,i

)− wtτ (δx′,v,q̃v )
)

=
(
(λ̃τ,q̃v,i−1+1 − q̃v,i−1)− (λ̃τ,q̃v − q̃v,i + 1), · · · , 0

)
are all certain fixed integers (see §5.4). Applying Proposition A.10 in Appendix A, we conclude that the
subset of points x′ ∈ X ′′ such that M ′

x′ [ 1t ](δ
−1
x′,v,q̃v

) is τ -de Rham, the points such that the nilpotent operator

vanishes on DpdR,τ

(
WdR(M

′
x′(δ

−1
x′,v,q̃v

)[ 1t ])
)

, is Zariski closed in X ′′. We denote this subset by Y . Then
f(Y ) is an analytic closed subset of Xp(ρ)(λ

′
J) ([13, Prop. 9.6.3/3]).

We pick an affinoid U of Xp(ρ)(λ
′
J) containing x as in Proposition 5.11 so that the classical points

is Zariski dense in U . By shrinking U and its image in Wλ′
J

suitably, we can assume that for any
point x′ ∈ U , δx′,v ∈ T n

v,0 (this is possible since T n
v,0 is Zariski open in the space of characters of

(F×
ṽ )n). Suppose that x′ is a point in U such that δx′,v is locally algebraic and x′′ ∈ f−1(x′). We have

Mx′,ṽ,q̃v,i
/Mx′,ṽ,q̃v,i−1

⊗k(x′) k(x
′′) ≃ Mx′′,ṽ,q̃v,i

/Mx′′,ṽ,q̃v,i−1
. Since WdR

(
Rk(x′),Fṽ

(δx′,v,q̃v )[
1
t ]
)

is
trivial ([18, Lem. 3.3.7]) and the functor WdR(−) is tensor functorial, we get thatMx′,ṽ,q̃v,i

/Mx′,ṽ,q̃v,i−1

is τ -de Rham if and only if
(
Mx′,ṽ,q̃v,i

/Mx′,ṽ,q̃v,i−1

)
(δ−1

x′,v,q̃v
) is τ -de Rham if and only if x′ ∈ f(Y ).
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Then by Proposition 5.12, f(Y ) ∩ U contains a Zariski dense subset of U (classical points in U ). Further-
more, f(Y )∩U is Zariski closed in U ([13, Prop. 9.5.3/2]). Thus U ⊂ f(Y ). HenceMx,ṽ,q̃v,i

/Mx,ṽ,q̃v,i−1

is τ -de Rham. □

Lemma 5.14. Let X be a reduced analytic rigid space over L and M is a (φ,ΓK)-module over RX,K

of rank n where K is a local field over Qp. We assume that there exists a Zariski dense subset Xalg of
X such that M is densely pointwise strictly trianguline ([54, Def. 6.3.2]) with respect to a parameter
δX,1, · · · , δX,n : K× → Γ(X,OX)× and the subset Xalg. We assume furthermore that if x ∈ Xalg, then
δx ∈ T n

reg (see §3.5). Then for any 0 ≤ a < b ≤ n, there exists a birational proper map f : X ′ →
X and a (φ,ΓK)-module M ′ over RX′,K such that, let δX′,1, · · · , δX′,n be the pull back of characters
δX,1, · · · , δX,n, the following statements hold.

(1) The set of points x ∈ X ′ such that M ′
x ≃ filb((f

∗M)x)/fila((f
∗M)x), where fil•((f

∗M)x) is the
unique strictly trianguline filtration on (f∗M)x of parameter δx,1, · · · , δx,n, contains f−1(Xalg) and is
Zariski open dense in X ′.

(2) Suppose x ∈ X ′ such that δx ∈ T n
0 . Assume that A is a finite-dimensional local L-algebra with

residue field k(x) and a map Sp(A) → X ′ with image x, then the pull back (f∗M)A[
1
t ] is trianguline

with a unique triangulation fil•((f
∗M)A[

1
t ]) of parameter δA,1, · · · , δA,n in the sense of §3.1. More-

over there is an isomorphism M ′
A[

1
t ] ≃ filb((f

∗M [ 1t ])A)/fila((f
∗M [ 1t ])A) and M ′

A[
1
t ] has a parameter

δA,a+1, · · · , δA,b.

Proof. By [54, Cor. 6.3.10], after replacing X (resp. Xalg) by some X ′ (resp. f−1(Xalg)), we may assume
that M admits a filtration fil•M of (φ,ΓK)-modules over RX,K satisfying the requirement (1) and (2) in
loc. cit.. The uniqueness of the triangulation of given parameter in (2) is by [18, Lem. 3.4.3 & Prop. 3.4.6].

If a = 0, we can take the submodule M ′ := filbM of M . Then (1) of the Lemma is satisfied by the
choice. The existence of a triangulation of MA[

1
t ] in (2) follows from (2) in [54, Cor. 6.3.10] which is of

parameter δA,1, · · · , δA,n and it is by our choice that M ′
A[

1
t ] ≃ filb(MA[

1
t ]).

By replacing M with filbM , we may assume b = n. We need roughly pick a “quotient” (φ,ΓK)-
modules of M (on some X ′) rather than a submodule as in the previous step. For a (φ,ΓK)-module
MY over RY,K for a rigid space Y , we let M∨

Y := HomRY,K
(M,RY,K) be the dual (φ,ΓK)-module

of M . The dual functor (·) 7→ (·)∨ of (φ,ΓK)-modules commutes with base change, is exact on short
exact sequences of (φ,ΓK)-modules and sends RY,K(δ) to RY,K(δ−1) for any continuous character δ :
K× → Γ(Y,OY )

× (cf. [54, Con. 6.2.4]). Then the (φ,ΓK)-module M∨ over RX,K is densely pointwise
strictly trianguline with respect to parameters δ−1

X,n, · · · , δ
−1
X,1 by the assumption and [54, Prop. 6.2.8]. By

[54, Cor. 6.3.10], after replacing X (resp. Xalg) by some X ′ (resp. f−1(Xalg)), we may assume that
M∨ admits a filtration fil•M

∨ of (φ,ΓK)-modules over RX,K such that for any point x in a Zariski open
dense subset Z containing Xalg, (fil•M∨)x is a strictly triangulation of M∨

x with parameters δ−1
x,n, · · · , δ−1

x,1

and each (filiM
∨/fili−1M

∨)[ 1t ] is isomorphic to RX,K(δ−1
n−i+1)[

1
t ] up to a line bundle. We set M ′ =

(filn−aM
∨)∨. Then for x ∈ Z, M ′

x ≃Mx/filaMx is trianguline of parameter δx,a+1 · · · , δx,n. For x ∈ X
and A satisfying the condition in (2) of the lemma, we get by the construction that (filn−aM

∨)A[
1
t ] is

trianguline of parameter δ−1
A,n, · · · , δ

−1
A,a+1 and M∨

A [
1
t ] is trianguline of parameter δ−1

A,n, · · · , δ
−1
A,1. Taking

dual, we get that MA[
1
t ] is trianguline of parameters δA,1, · · · , δA,n and M ′

A[
1
t ] is trianguline of parameters

δA,a+1, · · · , δA,n. □

Then we immediately get the main result of this section.

Theorem 5.15. Let x = ((ρp, δ) , z) ∈ Xp(ρ) ⊂ ι
(
Xtri

(
ρp
))
× (Xρp × Ug) be a point such that δ is

locally algebraic and generic. Let λ = wt(δ) and δsm be the smooth part of δ. Let y be the image of x in
X∞. If for some v ∈ Sp, τ ∈ Σv , λτ is mQv,τ -dominant (with respect to bQv,τ ) and we have

HomGp

(
FGp

Bp

(
L(−λ), δsmδ−1

Bp

)
,Πan

∞ [my]⊗k(y) k(x)
)
̸= 0,

then ρṽ with the unique triangulation on Drig(ρṽ)[
1
t ] of parameter δv,1, · · · , δv,n is Qτ -de Rham.

Proof. We take J = {τ} ⊂ Σp. The irreducible U(g)-module L(λ) of the highest weight λ is the unique
quotient of U(g) ⊗U(q) LJ(λ) (for the notation, see §5.3) by [50, §9.4]. Thus by the functoriality of
FGp

Bp
(−,−), we get

HomGp

(
FGp

Bp

(
Hom

(
U(g)⊗U(q) LJ(λ), L

)u∞

, δsmδ
−1
Bp

)
,Π∞[my]

an ⊗k(y) k(x)
)
̸= 0.
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Hence by Proposition 5.6, x ∈ Xp(ρ)(λ
′
J). By Proposition 5.13, ρṽ with the triangulation is Qτ -de Rham.

□

5.7. Conjectures on partial classicality and locally analytic socle. We state a conjecture on partial clas-
sicality of almost de Rham Galois representations and discuss its relationship with the locally analytic socle
conjecture. We only state the conjecture for the patched eigenvariety where the local model is available
since in this special case the conjecture is more accessible and the converse of the conjecture is known to
some extent (Theorem 5.15). We also give some partial results.

We use the notation before Theorem 4.4. Let x = ((ρp, δ), z) ∈ Xp(ρ)(L) ⊂ ι
(
Xtri(ρp)

)
× (Xρp×Ug)

be a generic point with integral weights. Let h be the Hodge-Tate weights of ρp and λ be the weight of δ.
We assume that λ+ρ is dominant (with respect to b). There are the companion points xw = ((ρp, δw), z) ∈
(Xρp

× T̂p,L) × (Xρp × Ug) for w ∈ WGp where δw is defined in the end of §4.3. Let rx be the image
of x in X∞ and mrx be the corresponding maximal ideal of R∞[ 1p ]. For v ∈ Sp, as ι−1

v (δv) ∈ T n
v,0,

Mṽ := Drig(ρṽ)[
1
t ] is trianguline with a unique triangulationMṽ,• of parameter ι−1

v (δv). Let Qp =
∏

Qv

be a standard parabolic subgroup of Gp as in §5.1 and let Qτ be the base change to L of the standard
parabolic subgroup of GLn/Fṽ

via τ : Fṽ → L for all τ ∈ Σv, v ∈ Sp. Recall that JQp
(Π∞[mrx ]

an)
is a locally analytic representation of MQp

. Take a non-empty subset J ⊂ Σp and let Jv = J ∩ Σv for
all v ∈ Sp. Following [28, §6.1], a vector v ∈ JQp

(Π∞[mrx ]
an) is called J-classical if there is a finite-

dimensional algebraic mQp,J -module V and a mQp,J -equivariant map V → JQp(Π∞[mrx ]
an) such that

the image of the map contains v.
We say that the Hodge-Tate weights h are regular if hτ,i ̸= hτ,j for all τ ∈ Σp, i ̸= j. We now state the

conjecture on partial classicality.

Conjecture 5.16. Assume that h is regular and the pair (ρṽ,Mṽ,•) as above is Qτ -de Rham for all τ ∈
Jv, v ∈ Sp (Definition 3.10), then JQp

(Π∞[mrx ]
an) contains non-zero J-classical vectors.

Remark 5.17. The assumption that h is regular is necessary: if ρp is de Rham with non-regular Hodge-Tate
weights, Qp = Gp and J = Σp, then there exists no non-zero locally algebraic vector in Π∞[mrx ]

an by the
local-global compatibility or [33].

Next, we formulate a weak version of the locally analytic socle conjecture for the point x. Recall
that Spf(Rρp,M•) is isomorphic to X̂Pp,xpdR

up to formally smooth morphisms where XPp
is the variety

defined in §2 with respect to the standard parabolic subgroup Pp determined by h or λ of the algebraic
group

∏
v∈Sp

ResFṽ/Qp
(GLn/Fṽ

)×Qp L as in §4.3 and xpdR = (xpdR,ṽ)v∈Sp is a point on XPp associated
with (ρp,M•) = (ρṽ,Mṽ,•)v∈Sp

as in §3.5. By §3.6, Spec(Rρp,M•) ⊂ Spec(Rρp) is a union of cycles of
the form Zw for w ∈WGp/WPp . Moreover, Zw ̸= ∅ if and only if xpdR ∈ ZPp,w. Let wx ∈WGp/WPp be
the element as before parameterizing the relative position between the Hodge filtration and the trianguline
filtration. Then by discussions in §2.5, Zw ̸= ∅ only if w ≥ wx in WGp

/WPp
. In general, there exists

w ≥ wx such that Zw = ∅ (for example, if h is regular and ρp is not de Rham, then Zw0
= ∅).

Conjecture 5.18. If Zw ̸= ∅, then

HomGp

(
FGp

Bp

(
L(−ww0 · λ), δsmδ−1

Bp

)
,Π∞[mrx ]

an
)
̸= 0.

Remark 5.19. This is only a weak form of the locally analytic socle conjecture as we explain below.
For simplicity, we assume that h is regular and z is in the smooth locus of Xρp × Ug . As in the proof of

[18, Thm. 5.3.3] or Proposition 4.7, the dual of

HomU(g) (L(ww0 · λ),Πan
∞)

U0 [m∞
rx ][m

∞
δsm

]

is a module over ÔX∞,rx via the map Spec(ÔXp(ρ)ww0·λ,xw
) ↪→ Spec(ÔX∞,rx) (remark that Spec(ÔXp(ρ)ww0·λ,xw

)

can be empty), denoted by L(ww0 · λ) in [18, (5.22)]. Abusing the notation, let [L(ww0 · λ)] be the set-
theoretic support of L(ww0 · λ) in Spec(ÔX∞,rx). For w′ ∈ WGp , we let Z′

w′ ⊂ Spec(ÔX∞,rx) be the
preimage of the closed subset Zw′ in Spec(Rρp) via the formally smooth morphism Spec(ÔX∞,rx) →
Spec(Rρp

). Now let Cw′ be the union of Z′
w′′ , w′′ ∈ WGp

such that aw′,w′′ ≥ 1 where aw′,w′′ is the coef-
ficient appeared in [18, (2.16)] (with respect to the algebraic group

∏
v∈Sp

ResFṽ/Qp
(GLn/Fṽ

) ×Qp
L) so

that Cw′ is the underlying set of the Kazhdan-Lusztig cycle appeared in [18, (5.24)] with the same notation.
Then Z′

w′ ⊂ Cw′ and Z′
w′′ ⊂ Cw′ only if w′ ≥ w′′ in WGp ([18, Thm. 2.4.7(iii)]).

In the spirit of the analogue between the subsets (or even real cycles) [L(ww0 · λ)] and Cw, Conjecture
5.18 expects Z′

w ⊂ [L(ww0 ·λ)]. In general, it is possible that there exists some w′ > w such that Z′
w ⊂ Cw′
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([18, Rem. 2.4.5]). Hence we also expect that Z′
w ⊂ [L(w′w0 · λ)] and thus if Z′

w ̸= ∅, we expect that

HomGp

(
FGp

Bp

(
L(−w′w0 · λ), δsmδ−1

Bp

)
,Π∞[mrx ]

an
)
̸= 0.

But now it may happen that Z′
w′ = ∅ (this will not happen if ρp is de Rham, see (2.4)). Hence Conjecture

5.18 should not predict all the possible companion constituents in general.
However, Theorem 4.4 imposes some restriction for elements w′ ∈ WGp

such that Z′
w ⊂ [L(w′w0 · λ)]

just as the restriction for the characteristic cycles in Proposition 2.28.

Remark 5.20. The weak conjecture on locally analytic socles (Conjecture 5.18) still implies the existence
of the companion points on the eigenvariety: since we have Zwx

̸= ∅ by definition, we get xwx
∈ Xp(ρ) if

Conjecture 5.18 is true, which implies that xw ∈ Xp(ρ) for all w ≥ wx in WGp
/WPp

by [16, Thm. 5.5].

Proposition 5.21. Conjecture 5.18 implies Conjecture 5.16.

Proof. Now h is regular. Let Bp =
∏

τ∈Σp
Bτ be the standard Borel subgroup of upper-triangular matrices

in
∏

v∈Sp
ResFṽ/Qp

(GLn/Fṽ
)×Qp

L. Since (ρṽ,Mṽ,•) is Qτ -de Rham for τ ∈ Jv, v ∈ Sp, by definition,

we have xpdR ∈ ZQ̃p,Pp
where Q̃p :=

∏
τ∈J Qτ

∏
τ /∈J Bτ and ZQ̃p,Pp

is defined in §2.5. By Corollary
2.20, there exists w ∈WGp

such that xpdR ∈ ZBp,w and ZBp,w ⊂ ZQ̃p,Bp
. Take one such w, then Zw ̸= ∅.

By Theorem 2.24, ww0 ·λ is a dominant weight for the Lie algebra of the standard Levi subgroup of Q̃p. In
particular, L(ww0 ·λ) is the irreducible quotient of U(g)⊗U(q) LJ(ww0 ·λ) where LJ(ww0 ·λ) is defined
via (5.3). The statement of Conjecture 5.18 and the exactness of the functor FGp

Bp
imply that

HomGp

(
FGp

Bp

(
Hom

(
U(g)⊗U(q) LJ(ww0 · λ), L

)u∞

, δsmδ
−1
Bp

)
,Π∞[mrx ]

an
)
̸= 0.

By the beginning part of the proof of Proposition 5.5, we get

HomU(mQp )

(
LJ(ww0 · λ), JQp

(Π∞[mrx ]
an)
)
̸= 0.

Then the non-zero image of any non-zero U(mQp)-equivariant map LJ(ww0 · λ) → JQp(Π∞[mrx ]
an)

gives rise to non-zero J-classical vectors since LMQp
(λJ) in (5.3) is a finite-dimensional representation of

mQp,J . □

Corollary 5.22. Conjecture 5.16 is true if ρṽ is crystalline for every v ∈ Sp.

Proof. By [18, Thm. 5.3.3], Conjecture 5.18 is true for crystalline points. Hence Conjecture 5.16 is true
for such points by Proposition 5.21. □

Remark 5.23. The method in the proof of Proposition 4.7 based on Theorem 4.4 can be used to give non-
trivial evidence for Conjecture 5.18 beyond de Rham cases. To convince the reader, we sketch an example
here. Let’s keep the notation and assumptions in Conjecture 5.18 and Remark 5.19 and assume wx = e is
the identity in WGp . Hence Z′

e ̸= ∅. By the (dual of) exact sequences as [18, (5.21)] writing M(w0w0 · λ)
as a successive extension of subquotients L(ww0 · λ), w ∈ WGp

, we get an equality of topological spaces
inside Spec(ÔX∞,rx):

Spec(ÔXp(ρ)w0w0·λ,xw0
) = Supp(M∞ ⊗OXp(ρ)

ÔXp(ρ)w0w0·λ,xw0
) =

⋃
w∈WGp

[L(ww0 · λ)].

On the other hand, by the theory of the local model (2.3), we have

Spec(ÔXp(ρ)w0w0·λ,xw0
) =

⋃
w∈WGp

Z′
w

Hence we get ⋃
w∈WGp

[L(ww0 · λ)] =
⋃

w∈WGp

Z′
w.

A priori, in the above equality, we know only Z′
e ̸= ∅. As h is antidominant, we see that any irre-

ducible component of Z′
e is not contained in Spec(R

Q̃p

ρp,M•
) for any standard parabolic subgroup Q̃p of∏

v∈Sp
ResFṽ/Qp

(GLn/Fṽ
) ×Qp

L unless Q̃p is the Borel subgroup by Theorem 2.24. But for any w ̸= e,

the cycle [L(ww0 · λ)] is contained in Spec(R
Q̃p

ρp,M•
) for some non-Borel Q̃p by Theorem 4.4. Hence any

component of Z′
e is not contained in [L(ww0 · λ)] for any w ̸= e. Since Z′

e is equidimensional with the
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same dimension as Spec(ÔXp(ρ)w0w0·λ,xw0
), we must have Z′

e ⊂ [L(w0 ·λ)]. Hence [L(w0 ·λ)] ̸= ∅ which
implies that

HomGp

(
FGp

Bp

(
L(−w0 · λ), δsmδ−1

Bp

)
,Π∞[mrx ]

an
)
̸= 0.

Then xe ∈ Xp(ρ). By [16, Thm. 5.5], xw ∈ Xp(ρ) for all w ∈WGp
.

Remark 5.24. Theorem 4.10 only concerns the existence of all companion constituents that can be seen via
the local models. In general, there exist companion points x′ =

(
(ρp, δ

′), z
)
∈ Xp(ρ) ⊂ ι

(
Xtri(ρp)

)
×

(Xρp × Ug) of x such that δ−1δ′ is not an algebraic character. In the situation of Theorem 4.10, x′ is one
of points

(
(ρp, δR′,w′), z

)
for some other choice of refinements R′. The existence of all companion points

of all refinements on Xp(ρ) for regular crystalline points is obtained by the existence of locally algebraic
constituents of the form L(λ) ⊗ (Ind

Gp

Bp
δsmδ

−1
Bp

)sm in Π∞[mrx ]
an and the intertwining between smooth

principal series (see the beginning of [18, §5.3] for details). In the non-regular crystalline cases, there exist
no such locally algebraic constituents in the socle of Π∞[mrx ]

an. Still, in some special cases, one can obtain
the existence of some companion points of other refinements using the locally algebraic representations of
MQp

that appear in JQp
(Π∞[mrx ]

an) (cf. [32, Prop. 2.14]).

APPENDIX A. FAMILIES OF ALMOST DE RHAM (φ,ΓK)-MODULES

We show that the method of Berger-Colmez in [6] to construct de Rham families for Galois representa-
tions can be generalized to construct partially almost de Rham families for (φ,ΓK)-modules.

A.1. Preliminary. Let K be a finite extension of Qp with a uniformizer ϖK , K be an algebraic closure
of K and C be the completion of K. Let K0 be the maximal unramified (over Qp) subfield of K. Let
K∞ be the extension of K by adding all p-th power roots of unity, Km = K(µpm) for m ≥ 1. We set
ΓK := Gal(K∞/K),ΓKm

:= Gal(K∞/Km) and HK := Gal(K/K∞). Let ϵ : ΓK → Z×
p be the

cyclotomic character.
Let A be an affinoid algebra over Qp. We keep the notation of the Robba rings and (φ,ΓK)-modules in

§1.7. Recall we have Robba rings Rr
A,K which is denoted by Rr

A(πK) in [54, Def. 2.2.2] for any r > 0
less than certain constant.

Recall a φ-module over Rr
A,K is a finite projective module Mr over Rr

A,K equipped with an isomor-

phism φ∗Mr ∼→Mr/p = Mr ⊗Rr
A,K
Rr/p

A,K where φ : Rr
A,K → R

r/p
A,K and a φ-module over RA,K is the

base change of a φ-module over some Rr0
A,K ([54, Def. 2.2.6]). A (φ,ΓK)-module over RA,K is the base

change of a φ-module equipped with a commuting semi-linear continuous action of ΓK over some Rr0
A,K

([54, Def. 2.2.12]).
We recall some constructions from (φ,ΓK)-modules.
Suppose that DA is a (φ,Γ)-module over RA,K of rank n. By definition, DA is the base change of

a (φ,Γ)-module Dr0
A over Rr0

A,K = Rr0
Qp,K
⊗̂Qp

A ([40, Prop. 1.1.29]) for some r0 small enough. For
any r, let m(r) be the minimal integer such that pm(r)−1[K(µ∞) : K0(µ∞)]r ≥ 1. Then there exists a
continuous ΓK-equivariant injection ιm(r) : Rr

Qp,K
↪→ Km(r)[[t]] (e.g. [4, §1.2]). As in [6, §4.3], we define

A⊗̂QpKm[[t]] := lim←−k
A⊗̂Qp(Km[[t]]/tk) for any m ≥ m(r0) and we will always assume m ≥ m(r0) in

the remaining part of this appendix.
Let DKm,+

dif (DA) := A⊗̂Km[[t]] ⊗ιm,Rr
A,K

Dr
A be the “localization” if m = m(r) and r ≤ r0

where Dr
A = Dr0

A ⊗Rr0
A,K
Rr

A,K . Then DKm,+
dif (DA) is a finite projective A⊗̂Km[[t]]-module with a

semi-linear continuous action of ΓK . Here the continuity means that for each s ≥ 1 the action of ΓK

on DKm,+
dif (DA)/t

sDKm,+
dif (DA) is continuous. In particular, for any x ∈ DKm,+

dif (DA)/t
sDKm,+

dif (DA),
limγ∈ΓK ,γ→1 γ(x) = x in the finite A-Banach module

DKm,+
dif (DA)/t

sDKm,+
dif (DA).

Write DKm

dif (DA) := DKm,+
dif (DA)[

1
t ].

Let DKm

Sen (DA) := DKm,+
dif (DA)/tD

Km,+
dif (DA). Then φ induces ΓK-equivariant isomorphisms (cf.

[60, §2.3])

DKm

Sen (DA)⊗Km
Km+1

∼→ D
Km+1

Sen (DA),

DKm,+
dif (DA)⊗Km[[t]] Km+1[[t]]

∼→ D
+,Km+1

dif (DA).



60 ZHIXIANG WU

If B is an affinoid algebra with a morphism A → B, denote by DB := M⊗̂AB the (φ,ΓK)-module over
RB,K . Then by the construction, there is a natural isomorphism DKm,+

dif (DB) ≃ DKm,+
dif (DA)⊗̂AB. If x

is a point on Sp(A), we let Dx = DA⊗A k(x) be the (φ,ΓK)-module overRk(x),K . The following lemma
is not essential.

Lemma A.1. There exists a finite admissible covering {Sp(Ai)} of Sp(A) such that each DKm,+
dif (DAi)

(resp. DKm

Sen (DAi)) is a free Ai⊗̂QpKm[[t]]-module (resp. Ai ⊗Qp Km-module).

Proof. We have A⊗̂Qp
Km[[t]] = lim←−k

A⊗̂Qp
(Km[[t]]/tk) = lim←−k

(A⊗̂Qp
Km)[[t]]/tk = Km ⊗Qp

A[[t]]

(cf. [40, Prop. 1.2.5]) is t-adically complete. Thus the finite projective module DKm,+
dif (DA)⊗̂AAi over

Ai⊗̂Qp
Km[[t]] is free if and only if DKm

Sen (DA)⊗̂AAi over Ai ⊗Qp
Km is free. Therefore we only need

work for DKm

Sen (DA).
Let m be a maximal ideal of A corresponding to a point x ∈ Sp(A). Since Dr

x is free over Rr
k(x),K

([4, Prop. 1.1.1]) , DKm

Sen (Dx) is free over k(x) ⊗Qp
Km. As DKm

Sen (DA) ⊗A Am is finite projective over
Am ⊗Qp Km and m ⊗Qp Km is contained in the Jacobson radical of Am ⊗Qp Km, DKm

Sen (DA) ⊗A Am

is free over Am ⊗Qp Km by Nakayama’s lemma. We choose a morphism (A ⊗ Km)n → DKm

Sen (DA)
of A ⊗Qp Km-modules (after possibly shrinking Spec(A)) such that it induces an isomorphism (Am ⊗Qp

Km)n → DKm

Sen (DA)⊗A Am of Am⊗Qp Km-modules after tensoring Am. Let C1 (resp. C2) be the kernel
(resp. cokernel) of this morphism. Then C1⊗A Am = C2⊗A Am = 0. Since A is Noetherian, we can pick
a finite set {xi} of generators of C1 and C2 over A. For any xi. there exists an element ai ∈ A such that
aixi = 0 and ai /∈ m. Let AS be the localization of A by inverting all ai. Then C1⊗AAS = C2⊗AAS = 0.
Thus the morphism (AS ⊗Qp Km)n → DKm

Sen (DA) ⊗A AS of AS ⊗Qp Km-modules is an isomorphism.
Now since Zariski open subsets are admissible open and every Zariski covering is admissible ([12, §5.1
Cor. 9]) and Spec(A) is quasi-compact, we can find a finite covering of Sp(A) by affinoid subdomains
Sp(Ai) such that DKm

Sen (DA)⊗A Ai is free. □

Thus from now on we assume that D
Km(r0)

Sen (DA) is a free A ⊗Qp
Km(r0)-module. Since the action of

ΓK on DKm

Sen (DA) is continuous, there exists m1 > m(r0) such that ||Mγ − I|| < 1 for any γ ∈ ΓKm1

where Mγ denotes the matrix of γ on D
Km(r0)

Sen (DA) with coefficients in A ⊗Qp Km(r0) with respect to

some basis and the operator norm || − || of operators on the finite Banach A-module D
Km(r0)

Sen (DA) is
equivalent to the matrix norm given by norms of coefficients (cf. [54, Prop. 2.2.14], [40, Prop. 1.2.4]).
Then for any γ ∈ ΓKm1

, the Sen operator∇ : log(γ)/ log(ϵ(γ)) = − 1
log(ϵ(γ))

∑∞
i=1

(1−γ)i

i on D
Km1

Sen (DA)

converges and acts A⊗Qp
Km1

-linearly on D
Km1

Sen (DA). The characteristic polynomial of the Sen operator
lies in (A ⊗Qp Km1 [T ])

ΓK = A ⊗Qp K[T ] (cf. [41, Prop. 2.5] or [54, Def. 6.2.11]). We take m0 ≥ m1

such that for any γ ∈ ΓKm0
, || log(ϵ(γ))∇|| < ||p||

1
p−1 . Then for any m > m0, γ ∈ ΓKm

, the action

of the A ⊗Qp Km-linear operator γ on DKm

Sen (DA) = Km ⊗Km(r0)
D

Km(r0)

Sen (DA) can be recovered by

γ = exp (log(ϵ(γ))∇) =
∑∞

i=0
(log(ϵ(γ))∇)i

i! . Later, we will need to take m > m0 to deduce the final result
on K. We remark that the same formula for γ ∈ ΓKm may not hold on DKm,+

dif (DA) in general.
From now on, we assume that A is moreover an L-algebra where L is a finite extension of Qp that

splits K. We denote by Σ the set of all embeddings of K in L. For τ ∈ Σ, we set DKm

Sen,τ (DA) :=

DKm

Sen (DA) ⊗A⊗QpK,1⊗τ A (resp. DKm,+
dif,τ (DA) := DKm,+

dif (DA) ⊗A⊗QpK,1⊗τ A) which is a free A ⊗K

Km-module (resp. A⊗̂KKm[[t]]-module) and is stable under the action of ΓK since ΓK commutes with
A⊗Qp

K.

A.2. Almost de Rham representations. We start with the cases when A is a finite L-algebra. We will
give certain characteristic properties of almost de Rham BdR-representations on the level of DKm,+

dif (DA)
(Proposition A.3) as is done for de Rham representations in [6, Prop. 5.2.1].

Recall that the ring BpdR = BdR[log(t)] is equipped with a BdR-derivation νpdR(log(t)) = −1. We
pick a topological generator γK ∈ ΓK (and γKm

∈ ΓKm
). Then γK(log(t)) = log(t) + log(ϵ(γK)). Let

∇ be the operator log(γps

K )/ log(ϵ(γps

K )) for s large enough acting on DKm,+
dif (DA) in the sense of [41,

Prop. 3.7]. Then ∇ acts Km-linearly, ∇(ta) = ata for any a ∈ Z and ∇(ax) = a∇(x) +∇(a)x for any
a ∈ Km((t)). Formally let ∇(log(t)a) = a log(t)a−1,∀a ∈ N as in [41, §3.8]. The following lemma will
be useful.
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Lemma A.2. Let B ∈ {Km((t)),K((t))} and W be a continuous semi-linear B-representation of ΓK .
Then (W ⊗B B[log(t)])∇=0 can be identified with W∇−nil, the space of elements x ∈W such that∇ acts
nilpotently on x. The identification restricts to a bijection between (W ⊗B B[log(t)])ΓK and W (γK−1)−nil,
the space of elements x ∈ W such that γK − 1 acts nilpotently on x. Moreover, under the identification,
the action of the B-derivation νpdR on (W ⊗B B[log(t)])ΓK is the action of∇ on W (γK−1)−nil.

Proof. Assume
∑N

i=0 ai log(t)
i ∈ (W ⊗B B[log(t)])∇=0 where ai ∈W . Then

0 = ∇

(
N∑
i=0

ai log(t)
i

)

= ∇(a0) +
N∑
i=1

(
∇(ai) log(t)i + iai log(t)

i−1
)

= ∇(aN ) log(t)N +

N−1∑
i=0

((i+ 1)ai+1 +∇(ai)) log(t)i.

Hence ai = (−1)i 1i!∇
i(a0) and∇N+1(a0) = 0. The map (W⊗BB[log(t)])∇=0 →W∇−nil :

∑N
i=0 ai log(t)

i 7→
a0 is then a bijection with the inverse map a 7→

∑N
i=0

(−1)i

i! ∇
i(a0) log(t)

i if ∇N+1(a) = 0.
Now assume

∑N
i=0 ai log(t)

i ∈ (W ⊗B B[log(t)])γK=1 where ai ∈W and aN ̸= 0. Then

N∑
i=0

ai log(t)
i =

N∑
i=0

γK(ai) (log(t) + log(ϵ(γK)))
i

=

N∑
i=0

 N∑
j=i

(
j

i

)
γK(aj) log(ϵ(γK))j−i

 log(t)i.

Thus ai =
∑N

j=i

(
j
i

)
log(ϵ(γK))j−iγK(aj) for each i. We get aN = γK(aN ). We now prove (γK −

1)iaN−i+1 = 0 by descending induction. Assume this is true for all i > i0. Then

(γK − 1)ai0 = γK(ai0)− ai0 =γK(ai0)−
N∑

j=i0

(
j

i0

)
log(ϵ(γK))j−i0γK(aj)

=−
N∑

j=i0+1

(
j

i0

)
log(ϵ(γK))j−i0γK(aj).

By the induction hypothesis, (γK − 1)N−i0γK(aj) = γK(γK − 1)N−i0(aj) = 0 for any j > i0. Thus
(γK − 1)N−i0+1ai0 = 0 which finishes the induction step. Hence γK − 1 acts nilpotently on a0.

Conversely, assume we are given a0 such that (γK − 1)N+1a0 = 0. Then ∇N+1(a0) = 0 since
∇ = log(γps

K )/ log(ϵ(γps

K )) = log(γK)/ log(ϵ(γK)) = −
∑N

i=1
(1−γK)i

i log(ϵ(γK)) on a0 where s is any large
integer (since ∇ is defined using [41, Prop. 3.7], the equality should be verified modulo ts for all s and
notice that N is independent of s). We now verify that x =

∑N
i=0

(−1)i

i! ∇
i(a0) log(t)

i is fixed by γK . Since
γK commutes with ∇, γK − 1 and ∇ act nilpotently on each ∇i(a0) as well as log(t)i and ∇i(a0) log(t)

i

(since (γK−1)(a log(t)i) = (γK−1)(a) log(t)i+
∑i−1

j=0

(
i
j

)
log(ϵ(γK))i−jγK(a) log(t)j). Thus γK(x) =

exp(log(ϵ(γK))∇)x =
(
1 +

∑∞
i=1

log(ϵ(γK))i∇i

i!

)
x = x where the first two identities come from the

formal calculation using ∇ = log(γK)/ log(ϵ(γK)) on x and the last identity comes from that ∇(x) = 0
by ∇N+1(a0) = 0 and the computation in first step.

The last assertion follows from that

νpdR

(
N∑
i=0

(−1)i

i!
∇i(x) log(t)i

)
=

N−1∑
i=0

(−1)i

i!
∇i(∇(x)) log(t)i

if ∇N+1(x) = 0. □

The following proposition generalizes [6, Prop. 5.2.1] using essentially the same technique in loc. cit.
and will be applied for m > m0.
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Proposition A.3. Assume that DKm,+
dif is a continuous semilinear Km[[t]]-representation of ΓKm

of rank
n and DKm

dif = DKm,+
dif [ 1t ]. Assume that each eigenvalue of γKm

on DKm

Sen := DKm,+
dif /tDKm,+

dif is equal to
ϵ(γKm

)c for some integer c ∈ [a, b] where a, b ∈ Z. Then the following statements hold.

(1) There exists a ΓKm
-invariant Km[[t]]-lattice N inside DKm

dif such that (γKm
− 1)lN ⊂ tN for

some l ≥ 1. And we have t−aDKm,+
dif ⊂ N ⊂ t−bDKm,+

dif .
(2) DKm

pdR := (DKm

dif ⊗Km Km[log(t)])ΓKm is an n-dimensional Km-space.

Moreover, the number l can be taken to be (b− a+ 1)n.

Proof. We firstly prove that (1) implies (2). Consider operators αk :=
∏k

i=1 fi(γKm
) for k ≥ 1 where we

take polynomials fi(T ) = (T−1)lhi(T )+1 = (ϵ(γKm
)−iT−1)lgi(T ) for i ≥ 1 thanks to Lemma A.5 be-

low. Since (γKm
−1)l is trivial on N/tN , αk is the identity on N/tN . We set α0(x) = x. We now prove by

induction that (γKm−1)lαk(x) ∈ tk+1N and αk(x)−αk+1(x) ∈ tk+1N for any x ∈ N and k ≥ 0. If k =
0, the result is easy. Assume that the result is true for k. We have ( γKm

ϵ(γKm )k+1 −1)(tk+1x) = tk+1γKm(x)−
tk+1x = tk+1(γKm

−1)(x) for any x ∈ DKm

dif . Then (γKm
−1)lαk+1(x) = fk+1(γKm

)(γKm
−1)lαk(x) =

gk+1(γKm
)(

γKm

ϵ(γKm )k+1−1)l(tk+1 (γKm−1)lαk(x)
tk+1 ) = gk+1(γKm

)tk+1(γKm
−1)l( (γKm−1)lαk(x)

tk+1 ) ∈ tk+2N

since γKm
(tk+2N) ⊂ tk+2N and we have (γKm

− 1)l(
(γKm−1)lαk(x)

tk+1 ) ∈ tN by the induction hypoth-
esis and the assumption. Then αk+1(x) − αk+2(x) = hk+2(γKm)(γKm − 1)lαk+1(x) ∈ tk+2N which
finishes the induction. Hence when k → +∞, the sequence αk(x) converges to an element in N de-
noted by α(x). Moreover (γKm

− 1)lα(x) = 0 and the Km-map α : N → N is the identity modulo
t. Hence the image of α, denoted by NpdR, has Km-dimension at least dimN/tN = n. Applying
Lemma A.2 for ΓKm

, the space NpdR can be viewed as a subspace of DKm

pdR. Assume that N ′
pdR is

a ΓKm
-invariant finite-dimensional Km-subspace of (DKm

dif )(γKm−1)−nil that is stable under ΓKm
and

contains NpdR. Then the Km[[t]]-lattice N ′ generated by N ′
pdR has full rank n, stable under the ac-

tion of ΓKm
and satisfies (γKm

− 1)l
′
N ′ ⊂ tN ′ for some l′ ≥ 1. Repeat the previous argument of

N, l for N ′, l′, we find there exists a Km-map α′ : N ′ → N ′ which is the identity over N ′/tN ′ and
N ′

pdR. One can also prove that α′(tN ′) = 0 by showing that α′
k(tN

′) ⊂ tk+1N ′ for any k (since
fk+1(γKm)(tk+1N ′) = gk+1(γKm)(

γKm

ϵ(γKm )k+1 − 1)l
′
(tk+1N ′) ⊂ tk+1(γKm − 1)l

′
N ′ ⊂ tk+2N ′). Thus

N ′
pdR = α′(N ′

pdR) = α′(N ′/tN ′) has Km-dimension n. Hence the dimension of DKm

pdR is no more than n

(this also follows from general theory, cf. [41, Thm. 3.22(ii) & Prop. 2.1]). Thus DKm

pdR is identified with
NpdR via Lemma A.2. This finishes the proof of (2).

To prove (1), we have the following claim.

Claim A.4. Under our assumption, there exists l such that
∏2b−a

i=a (γKm
−ϵ(γKm

)i)lDKm,+
dif ⊂ tb−a+1DKm,+

dif .

Proof of Claim A.4. Let Fk(T ) =
∏b+k

i=a+k(T − ϵ(γKm
)i)n. The characteristic polynomial of γKm

on
the Km-space tkDKm,+

dif /tk+1DKm,+
dif = tkDKm,+

Sen divides Fk(T ) for any k ∈ N by the assumption. In
particular, Fk(γKm

)tkDKm,+
dif ⊂ tk+1DKm,+

dif . Hence Fb−a(γKm
) · · ·F0(γKm

)DKm,+
dif ⊂ tb−a+1DKm,+

dif .
We take l = (b− a+1)n. Then Fb−a(T ) · · ·F0(T ) divides

∏2b−a
i=a (T − ϵ(γKm

)i)l. Hence
∏2b−a

i=a (γKm
−

ϵ(γKm
)i)lDKm,+

dif ⊂ tb−a+1DKm,+
dif . □

Now we prove (1). We let N be the sub-Km[[t]]-lattice generated by t−k
∏

i∈[a,2b−a]\{k}(γKm
−

ϵ(γKm)i)lx for all x ∈ DKm,+
dif and k ∈ [a, b]. Then N ⊂ t−bDKm,+

dif by definition and γKm(N) ⊂
N . We have taN ⊃ {

∏
i∈[a,2b−a]\{k}(γKm

− ϵ(γKm
)i)lx | x ∈ DKm,+

dif , k ∈ [a, b]}. The image of

{
∏

i∈[a,2b−a]\{k}(γKm
−ϵ(γKm

)i)lx | x ∈ DKm,+
dif , k ∈ [a, b]} in DKm

Sen is equal to {
∏

i∈[a,2b−a]\{k}(γKm
−

ϵ(γKm
)i)lx | x ∈ DKm

Sen , k ∈ [a, b]}. By our assumption the characteristic polynomial of γKm
on

DKm

Sen is of the form
∏

i∈[a,b](x − ϵ(γKm
)i)ni for some ni ≥ 0. The polynomials

∏
i∈[a,b]\{k}(T −

ϵ(γKm
)i)l, k ∈ [a, b] share no common zero and generate the constant polynomial 1 by Hilbert’s Null-

stellensatz. Hence {
∏

i∈[a,b]\{k}(γKm
− ϵ(γKm

)i)lx | x ∈ DKm

Sen , k ∈ [a, b]} generates DKm

Sen as a Km-
space. Moreover, we have assumed that (T − ϵ(γKm

)i) is prime to the characteristic polynomial of γKm

on DKm

Sen if i /∈ [a, b]. Thus
∏

i∈[b+1,2b−a](γKm
− ϵ(γKm

)i)l is a bijection on DKm

Sen . Hence the image of

{
∏

i∈[a,2b−a]\{k}(γKm − ϵ(γKm)i)lx | x ∈ DKm,+
dif , k ∈ [a, b]} in DKm

Sen generates DKm

Sen which implies
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that taN ⊃ DKm,+
dif by Nakayama’s lemma. Finally,

(γKm
− 1)lt−k

∏
i∈[a,2b−a]\{k}

(γKm
− ϵ(γKm

)i)lDKm,+
dif = t−k

∏
i∈[a,2b−a]

(γKm
− ϵ(γKm

)i)lDKm,+
dif

⊂ tb−a+1−kDKm,+
dif (Claim A.4)

⊂ tb+1−kN

⊂ tN

for any k ∈ [a, b]. Since (γKm − 1)ltN ⊂ tN and N/tN is generated under Km by the image of
t−k

∏
i∈[a,2b−a]\{k}(γKm − ϵ(γKm)i)lDKm,+

dif , k ∈ [a, b], we conclude that (γKm − 1)lN ⊂ tN . □

Lemma A.5. For any k ∈ Z \ {0}, there exists a polynomial fk(T ) ∈ K[T ] such that fk(T ) = (T −
1)lhk(T ) + 1 and fk(T ) = (ϵ(γKm

)−kT − 1)lgk(T ) for some polynomials hk(T ), gk(T ) ∈ K[T ].

Proof. The ideal ((T − 1)l, (ϵ(γKm
)−kT − 1)l) = (1) by Hilbert’s Nullstellensatz since ϵ(γKm

)k ̸= 1 for
k ̸= 0. Hence we can find hk(T ), gk(T ) ∈ K[T ] such that (ϵ(γKm)−kT − 1)lgk(T ) − (T − 1)lhk(T ) =
1. □

Lemma A.6. Assume that A is a finite extension of L and all the Sen weights (the roots of the Sen polyno-
mial) of DA are in Z and m > m0. Then we have(

DKm

dif (DA)⊗Km Km[log(t)]
)ΓK

= DpdR(WdR(DA)),(
DKm

dif (DA)⊗Km
Km[log(t)]

)ΓKm

= Km ⊗K DpdR(WdR(DA)).

Proof. By definition, W+
dR(DA) = Dr

A ⊗Rr
Qp,K ,ιm B+

dR (the m here is large enough since φ∗Dr
A ≃ D

r/p
A ,

cf. [4, Prop. 2.2.6(2)]) is a free A ⊗Qp
B+

dR-module of rank n. The map B+
dR ⊗Km[[t]] D

Km,+
dif (DA) →

W+
dR(DA) induced by the injection Km[[t]] ↪→ B+

dR is a GK-equivariant isomorphism and we have a
similar statement for DK∞,+

dif (DA) = K∞ ⊗Km
D+,Km

dif (DA). Now let Xf be the K∞[[t]]-module as-
sociated with the B+

dR-representation W+
dR(DA) in [41, Thm. 3.6]. Then Xf contains DK∞,+

dif (DA) by
loc. cit. (our convention on ΓK differs from that in [41], however the results in loc. cit. apply if we
firstly replace K by some finite extension in K∞ and then descent if needed). Modulo t and by definition,
Xf/t = ((W+

dR(DA)/t)
HK )f = ((C ⊗K∞ DK∞

Sen (DA))
HK )f , where C ⊗K∞ DK∞

Sen (DA) is a semi-linear
C-representation of GK on which GK acts on DK∞

Sen (DA) via ΓK and ((C ⊗K∞ DK∞
Sen (DA))

HK )f denotes
the union of all finite-dimensional K-subspace that is stable under ΓK of C⊗K∞DK∞

Sen (DA) as in [41, Thm.
2.4]. Thus ((C ⊗K∞ DK∞

Sen (DA))
HK )f contains DK∞

Sen (DA) and has the same K∞-rank with DK∞
Sen (DA).

Hence Xf/t is identified with DK∞
Sen (DA) in W+

dR(DA)/t. Then the inclusion DK∞,+
dif (DA) ↪→ Xf is a sur-

jection. Hence Xf = DK∞,+
dif (DA) in W+

dR(DA) and ∆dR(WdR(DA)) = DK∞
dif (DA) = DK∞,+

dif (DA)[
1
t ]

in the notation of [41, Thm. 3.12].
Now by the assumption on Sen weights, the A ⊗Qp

BdR-representation WdR(DA) is almost de Rham.
We have

DpdR(WdR(DA)) = (WdR(DA)⊗BdR
BdR[log(t)])

GK =
(
(WdR(DA)⊗BdR

BdR[log(t)])
HK

)ΓK

.

If a ∈ DK∞
dif (DA) such that ∇N (a) = 0 for some N , then the sub-K∞-space spanned by ∇i(a) is finite-

dimensional and stable under ∇. Thus (DK∞
dif (DA) ⊗K∞ K∞[log(t)])∇=0 = DdR,∞(WdR(DA)) by [41,

Prop. 3.25]. Since WdR(DA) is almost de Rham, DdR,∞(WdR(DA)) = K∞ ⊗K DpdR(WdR(DA)) by
[41, §3.6]. The identification

(A.1) K∞ ⊗K DpdR(WdR(DA)) =
(
DK∞

dif (DA)⊗K∞ K∞[log(t)]
)∇=0

of K∞-subspaces in (WdR(DA)⊗BdR
BdR[log(t)])

HK is ΓK-equivariant. Since m ≥ m0, eigenvalues of
γKm = exp(log(ϵ(γKm))∇) on DKm

Sen (DA) are of the form ϵ(γKm)i for i ∈ Z. By Proposition A.3, the di-

mension of
(
DKm

dif (DA)⊗Km Km[log(t)]
)ΓKm

over Km is equal to n[A : Qp]. By Hilbert 90, the dimen-

sion of the K-space
(
DKm

dif (DA)⊗Km
Km[log(t)]

)ΓK

is equal to n[A : Qp]. Taking ΓK-invariants on the
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two sides of (A.1) and counting dimensions, we get DpdR(WdR(DA)) =
(
DK∞

dif (DA)⊗K∞ K∞[log(t)]
)ΓK

=(
DKm

dif (DA)⊗Km
Km[log(t)]

)ΓK

. □

We may consider some more general cases. Suppose that A is a local Artinian L-algebra with residue
field L′ finite over L. We assume that all the τ -Sen weights of DL′ are integers for a fixed τ ∈ Σ which
means that we do not require other Sen weights to be integers. As a (φ,ΓK)-module overRL,K , the τ -Sen
weights of DA are all integers since DA is a successive extension of DL′ . Recall

DpdR,τ (WdR(DA)) := DpdR(WdR(DA))⊗A⊗QpK,1⊗τ A.

Thus

DpdR,τ (WdR(DA)) =
((

DK∞
dif (DA)⊗A⊗QpK,1⊗τ A

)
⊗K∞ K∞[log(t)]

)ΓK

=
(
DK∞

dif,τ (DA)⊗K∞ K∞[log(t)]
)ΓK

as both the actions of A and K commute with ΓK . By Proposition A.3 and Hilbert 90, we get

DpdR,τ (WdR(DA)) =
(
DKm

dif,τ (DA)⊗Km Km[log(t)]
)ΓK

has L-rank ndimL(A) if m > m0. An argument of [18, Lem. 3.1.4] shows that DpdR,τ (WdR(DA)) is flat
over A and thus free of rank n over A.

A.3. A family of almost de Rham (φ,ΓK)-modules. We assume that A is an affinoid algebra over L and
show that DpdR(WdR(Dx)), x ∈ Sp(A) form a family under certain condition.

We take m > m0 and fix τ ∈ Σ. After possibly shrinking A, we assume that DKm,+
dif,τ (DA) is a free

A⊗̂KKm[[t]]-module of rank n with a continuous semilinear action of ΓK . We assume that for any point
x ∈ Sp(A), the τ -Sen weights, by definition the eigenvalues of ∇ on DKm

Sen,τ (Dx), are integers and lie in
[a, b] where a, b ∈ Z is independent of x. If A0 is a finite-dimensional local L-algebra with a morphism
A → A0, then DpdR,τ (WdR(DA0

)) is a finite free A0-module of rank n equipped with an A0-linear
nilpotent operator νA0 by discussions in the end of last subsection.

Lemma A.7. If the τ -Sen polynomial of DKm

Sen,τ (DA) is
∏

i∈I(T − ai)
ni ∈ Z[T ] where ai are integers and

ai ̸= aj if i ̸= j, then we have
∏

i∈I(γKm
− ϵ(γKm

)ai)niDKm,+
dif,τ (DA) ⊂ tDKm,+

dif,τ (DA).

Proof. By the Cayley-Hamilton theorem,
∏

i(∇ − ai)
ni = 0 on DKm

Sen,τ (DA). Since the polynomials
(T − ai)

ni , i ∈ I are prime to each other in Q[T ], we can focus on each generalized eigenspace after
possibly shrinking Spec(A) and reduce to the case when ∇ is nilpotent on DKm

Sen,τ (DA), i.e. ∇n = 0 on

DKm

Sen,τ (DA). Since m > m0, γKm
= exp (log(ϵ(γKm

))∇) =
∑∞

i=0
(log(ϵ(γKm ))∇)i

i! on DKm

Sen,τ (DA). We
get that (γKm − 1)n = 0 on DKm

Sen,τ (DA). □

Lemma A.8. There exists an integer l0 such that
∏

i∈[a,b](γKm
−ϵ(γKm

)i)l0DKm,+
dif,τ (DA) ⊂ tDKm,+

dif,τ (DA).

Proof. Let J be the nilradical of A. We have DKm,+
dif,τ (DA/J) = DKm,+

dif,τ (DA)/JD
Km,+
dif,τ (DA). The

(φ,ΓK)-module DA/J satisfies the condition in Lemma A.7 at least on each connected component of
Spec(A/J). Thus there exists an integer l′ such that∏

i∈[a,b]

(γKm
− ϵ(γKm

)i)l
′
DKm,+

dif,τ (DA) ⊂ tDKm,+
dif,τ (DA) + JDKm,+

dif,τ (DA).

Since A is Noetherian, J is finitely generated and there is an integer N such that JN = 0. Then we can
take l0 = Nl′. □

Lemma A.9. Let A be a Noetherian ring over Qp and J be its nilradical. If P (T ) ∈ A[T ] is a polynomial
such that the image of P (T ) in A/J [T ] is in Qp[T ] and has no factor (T − 1) in Qp[T ], then for any l ≥ 1,
there exist G1(T ), G2(T ) ∈ A[T ] such that 1 = G1(T )P (T ) +G2(T )(T − 1)l in A[T ].

Proof. Denote by P (T ) the image of P (T ) in Qp(T ) ⊂ A/J [T ]. By Hilbert’s Nullstellensatz, there exist
G′

1(T ), G
′
2(T ) ∈ Qp[T ] such that 1 = G′

1(T )P (T )+G′
2(T )(T−1)l. Thus G′

1(T )P (T )+G′
2(T )(T−1)l =

1 −H(T ) where H(T ) ∈ J [T ]. There exists N such that H(T )N = 0. Hence 1 −H(T ) is invertible in
A[T ]. We let Gi(T ) = G′

i(T )(1−H(T ))−1 for i = 1, 2. □
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The proof of the following proposition follows that of [6, Thm. 5.3.2].

Proposition A.10. Assume that for every x ∈ Sp(A), all the roots of the τ -Sen polynomial of Dx are in
Z ∩ [a, b]. Then there exists a finite projective A-module DpdR,τ (WdR(DA)) of rank n equipped with a
nilpotent A-linear operator νA such that there is a natural isomorphism of pairs

(DpdR,τ (WdR(DA))⊗A A0, νA ⊗A A0) ≃ (DpdR,τ (WdR(DA0)), νA0)

for any finite-dimensional local L-algebra and map Sp(A0)→ Sp(A).

Proof. For k ≥ 1, let

βk =

 b−a+k∏
j=b−a+1

fj(γKm
)

 b−a∏
i=a−b,i ̸=0

(
γKm

− ϵ(γKm
)i

1− ϵ(γKm
)i

)l

where fj(T ) is chosen by Lemma A.5 and l = (b− a+1)l0 is determined by Lemma A.8. Since m > m0,
by Lemma A.8 and the argument for Claim A.4,

b−a+k∏
i=a−b

(γKm − ϵ(γKm)i)lt−bDKm,+
dif,τ (DA) ⊂ t1+k−aDKm,+

dif,τ (DA)

for k ≥ 0. Since (T − ϵ(γKm)b−a+i)l | fb−a+i(T ) for any i ≥ 1, we get that if x ∈ t−bDKm,+
dif,τ (DA),

then (γKm
− 1)lβk(x) ∈ tk+1−aDKm,+

dif,τ (DA). Hence if x ∈ t−bDKm,+
dif,τ (DA), βk(x) − βk+1(x) ∈

tk+1−aDKm,+
dif,τ (DA) by the condition in Lemma A.5. Thus β := lim−→k→+∞ βk defines an A⊗K Km-linear

map t−bDKm,+
dif,τ (DA) → t−bDKm,+

dif,τ (DA). Let MKm

A be the image of β. Then MKm

A is stable under the

action of ΓK and (γKm
− 1)lMKm

A = 0. Since the map
(∏b−a

i=a−b,i̸=0
γKm−ϵ(γKm )i

1−ϵ(γKm )i

)l
is an isomorphism

on MKm

A and fb−a+k(γKm) = (γKm − 1)lhb−a+k(γKm)+ 1 is the identity on MKm

A for k ≥ 1, β induces
an automorphism of MKm

A . The image of the characteristic polynomial of γKm
= exp (log(ϵ(γKm

))∇) on
t−kDKm,+

dif,τ (DA)/t
−k+1DKm,+

dif,τ (DA) in Ared[T ] is prime to (T − 1)l if k /∈ [a, b] (the roots have the form
ϵ(γKm

)i−k for some i ∈ [a, b]). Thus by Lemma A.9, we know there exists no non-zero (γKm
−1)-nilpotent

element in t−kDKm,+
dif,τ (DA)/t

−k+1DKm,+
dif,τ (DA) for any k /∈ [a, b]. Hence MKm

A ∩ t1−aDKm,+
dif,τ (DA) =

{0}. We get that the natural A⊗K Km-module morphism MKm

A → t−bDKm,+
dif,τ (DA)/t

−a+1DKm,+
dif,τ (DA)

is an injection. The decomposition

β : MKm

A ↪→ t−bDKm,+
dif,τ (DA)/t

−a+1DKm,+
dif,τ (DA)

β→MKm

A

implies that MKm

A is a finite projective A ⊗K Km-module as a direct summand of a finite free A ⊗K

Km-module. For any finite-dimensional local Artinian L-algebra A0 with Sp(A0) → Sp(A), β also
acts on t−bDKm,+

dif,τ (DA0) = t−bDKm,+
dif,τ (DA) ⊗A A0 by extending the scalars since DKm,+

dif,τ (DA0) =

DKm,+
dif,τ (DA)⊗A A0 satisfies the same result as A for the same l0 in Lemma A.8. We have that β is also an

automorphism on MKm

A0
which is defined to be the (γKm

− 1)-nilpotent elements in DKm

dif,τ (DA0
) (which is

contained in t−bDKm,+
dif,τ (DA0

) by Proposition A.3). The image of β on t−bDKm

dif,τ (DA0
) is MKm

A ⊗A A0.
Hence MKm

A ⊗A A0 contains and thus is equal to MKm

A0
since MKm

A ⊗A A0 is (γKm − 1)-nilpotent.
The A ⊗K Km-linear action of ∇ = log(γKm)/ log(ϵ(γKm)) on MKm

A is defined since γKm − 1 is

nilpotent on MKm

A . We now set DKm

pdR,τ (WdR(DA)) :=
(
MKm

A ⊗Km
Km[log(t)]

)ΓKm

which is equipped

with an A ⊗K Km-linear nilpotent operator νKm

A via νpdR in the usual way. By the same method in the
proof of Lemma A.2, there is an isomorphism(

DKm

pdR,τ (WdR(DA)), ν
Km

A

)
≃
(
MKm

A ,∇
)

of A ⊗K Km-modules with nilpotent operators which is not compatible with the action of ΓK/ΓKm
. For

each A0 as before, via the identification in Lemma A.2, MKm

A0
is identified with(

MKm

A0
⊗Km

Km[log(t)]
)ΓKm

=
(
DKm

dif,τ (DA0
)⊗Km

Km[log(t)]
)ΓKm

= DpdR,τ (WdR(DA0
))⊗K Km

by Lemma A.6 since m > m0. Hence

(DKm

pdR,τ (WdR(DA))⊗A A0, ν
Km

A ⊗A A0) ≃ (DpdR,τ (WdR(DA0))⊗K Km, νA0 ⊗K Km)



66 ZHIXIANG WU

which is compatible with the action of ΓK .
Now the result follows from the descent in [6, Prop. 2.2.1] by setting

(DpdR,τ (WdR(DA)), νA) :=
(
DKm

pdR,τ (WdR(DA))
ΓK/ΓKm , νKm

A |DpdR,τ (WdR(DA))

)
which is also isomorphic to

(
(MKm

A )(γK−1)−nil,∇
)

by the same arguments in Lemma A.2. □
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